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Preface

This manual briefly explains the operations that need to be performed by the user in order to
connect an ETERNUS AF/DX to a server running Windows® via a Fibre Channel interface.

This manual should be used in conjunction with any other applicable user manuals, such as those
for the ETERNUS AF/DX, server, OS, Fibre Channel cards, and drivers.

Use the default values for parameters that are not described in this manual.

Refer to "Configuration Guide -Server Connection- Notations" for the notations used in this
manual such as product trademarks and product names. For storage systems that are supported
by the OS, refer to the Server Support Matrix of the ETERNUS AF/DX.

36th Edition
January 2025

The Contents and Structure of this Manual
[ B

This manval is composed of the following 13 chapters.
* "Chapter 1 Workflow" (page 7)

This chapter describes the workflow required to connect a server running Windows® to an
ETERNUS AF/DX.

* "Chapter 2 Checking the Server Environment" (page 9)
This chapter describes which servers can be connected to ETERNUS AF/DX storage systems.
* "Chapter 3 Notes" (page 10)

This chapter describes issues that should be noted when connecting the ETERNUS AF/DX
storage systems and server.

* "Chapter 4 Setting Up the ETERNUS AF/DX" (page 20)

This chapter describes how to set up an ETERNUS AF/DX.
* "Chapter 5 Setting Up the Fibre Channel Switches" (page 21)

This chapter describes how to set up the Fibre Channel switches.
* "Chapter 6 Installing the OS" (page 23)

This chapter describes how to install an OS when it is not installed on a server.
¢ "Chapter 7 Installing the Driver" (page 24)

This chapter describes how to install the Fibre Channel cards and drivers.
* "Chapter 8 Checking the Registry Information" (page 28)

This chapter describes how to check the registry information.
* "Chapter 9 Checking the Connected Devices" (page 29)

This chapter describes how to check the connection status between the server and ETERNUS
AF/DX.

* "Chapter 10 Creating the Disk Partitions" (page 31)
This chapter describes how to create a file system.
* "Chapter 11 Setting Up the Cluster Configuration" (page 32)
This chapter describes issues that should be noted when building a cluster system.

3

Fujitsu Storage ETERNUS AF, ETERNUS DX Configuration Guide -Server Connection- (Fibre Channel) for Windows®
Copyright 2025 Fujitsu Limited
P3AM-3792-36ENZO



Preface

* "Chapter 12 Storage Migration" (page 33)
This chapter describes the procedures that are related to Storage Migration.
* "Chapter 13 Non-disruptive Storage Migration" (page 40)
This chapter describes the procedures that are related to Non-disruptive Storage Migration.
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Chapter 1
Workflow

This chapter describes how to connect the ETERNUS AF/DX storage systems to a server. The
workflow is shown below.

Required Documents

"Server Support Matrix"
"Server Support Matrix for FC-SWITCH"

"Configuration Guide -Server Connection- Storage System Settings" that corresponds to the
ETERNUS AF/DX to be connected

"Configuration Guide -Server Connection- (Fibre Channel) Fibre Channel Switch Settings"

"Configuration Guide -Server Connection- (Fibre Channel) for Windows® Driver Settings for
Fujitsu Fibre Channel Cards"

"Configuration Guide -Server Connection- (Fibre Channel) for Windows® Driver Settings for
Non-Fujitsu Fibre Channel Cards"

"ETERNUS Web GUI User's Guide"

Workflow

Setting Up the ETERNUS AF/DX
Set the various parameters required to operate the ETERNUS AF/DX.
* "Chapter 4 Setting Up the ETERNUS AF/DX" (page 20)
¢ Checking the setup and maintenance operations
- "ETERNUS Web GUI User's Guide"
* Setting up the ETERNUS AF/DX

- "Configuration Guide -Server Connection- Storage System Settings" that corresponds
to the ETERNUS AF/DX to be connected

v

Setting Up the Fibre Channel Switches
If a Fibre Channel switch is to be used, set it up now.
* "Chapter 5 Setting Up the Fibre Channel Switches" (page 21)
¢ Setting up the Fibre Channel switches
- "Configuration Guide -Server Connection- (Fibre Channel) Fibre Channel Switch Set-
tings"
¢ Checking the Fibre Channel switch connection requirements
- "Server Support Matrix for FC-SWITCH"
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Chapter 1

Workflow

v

Installing the Driver

Install the appropriate driver for the Fibre Channel card and Multipath Driver to be used.
* "Chapter 7 Installing the Driver" (page 24)

* Installing and setting up the card and driver

- "Configuration Guide -Server Connection- (Fibre Channel) for Windows® Driver Set-
tings for Fujitsu Fibre Channel Cards"

- "Configuration Guide -Server Connection- (Fibre Channel) for Windows® Driver Set-
tings for Non-Fuijitsu Fibre Channel Cards"

¢ Checking the Fibre Channel card driver versions
- "Server Support Matrix"

v

Checking the Connected Devices
Check the ETERNUS AF/DX LUNs and status of the connection to the server.
* "Chapter 9 Checking the Connected Devices" (page 29)

) 4

Preparing for Operation

Create disk partitions and set up the cluster configuration as necessary.
* "Chapter 10 Creating the Disk Partitions" (page 31)

* "Chapter 11 Setting Up the Cluster Configuration" (page 32)
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Chapter 2

Checking the Server Environment

2.1

2.2

2.3

Connection to servers is possible in the following environments.
Check the "Server Support Matrix" for server environment conditions.

Hardware

Refer to the "Server Support Matrix".

Operating System (OS)

Refer to the "Server Support Matrix".

Fibre Channel Cards

Refer to the "Server Support Matrix".
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Chapter 3

Notes

3.1

Note the following issues when connecting the ETERNUS AF/DX to a server.

Connection Notes for PRIMERGY and PRIMEQUEST
4000/3000/2000/1000 Series

3.1.1 Connection Notes
* To ensure reliable access to the storage systems, the following methods are recommended:
- Connection via multiple paths
- Use of drivers for ETERNUS AF/DX storage systems which support path redundancy control
Configure a multipath environment and select a driver for ETERNUS AF/DX storage systems
that supports path redundancy control to increase redundancy and reliability of the connec-
tion between the ETERNUS AF/DX storage systems and the server.
* The following cluster configuration is supported for Windows®:
- MSCS (Microsoft Cluster Service) configuration
- WSFC (Windows Server Failover Cluster) configuration
For details on servers which support cluster configuration, consult your Fujitsu sales representa-
tive.
3.1.2 When Installing Multiple Fibre Channel Cards
Only the same type of Fibre Channel cards can be installed together. Different types of Fibre
Channel cards cannot be mixed.
3.1.3 When Connecting PRIMEQUEST 1000 Series to an ETERNUS AF/DX

When connecting the PRIMEQUEST 1000 series to an ETERNUS AF/DX, the following configura-
tions are recommended:

* For 1-port Fibre Channel cards used in system configurations that emphasize redundancy, use
of 8Gbit/s 1-port Fibre Channel cards (MC-0JFC11/MC-0JFC1L) are recommended for use.

* For 2-port Fibre Channel cards (MC-0JFC21/MC-0JFC2L), configurations in which both ports of
any given card connect to the same storage system are not recommended.

For other notes, contact a Fujitsu engineer.
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Chapter 3 Notes
3.2 Connection Notes for PRIMEQUEST 500 Series and Other Companies' Industry Standard Servers

3.2

3.3

Connection Notes for PRIMEQUEST 500 Series and

Other Companies' Industry Standard Servers
ET—

* To build a cluster configuration for Windows®, use Microsoft Cluster Service (MSCS), Windows
Server Failover Cluster (WSFC), and MSCS- and WSFC-compatible applications. This cluster
configuration must also use only one type of Fibre Channel card. Operation cannot be guaran-
teed if the cluster is configured using multiple types of Fibre Channel cards.

* When the PRIMEQUEST 500 series is connected to an ETERNUS AF/DX, LUN recognition by
the Windows® Plug and Play function is not guaranteed.
* To ensure reliable access to the storage systems, the following methods are recommended:

- Connection via multiple paths
- Use of drivers for ETERNUS AF/DX storage systems which support path redundancy control

Configure a multipath environment and select a driver for ETERNUS AF/DX storage systems
that supports path redundancy control to increase redundancy and reliability of the connec-
tion between the ETERNUS AF/DX storage systems and the server.

* When connecting the PRIMEQUEST 500 series to an ETERNUS AF/DX, the following configura-
tions are recommended:

- For 1-port Fibre Channel cards used in system configurations that emphasize redundancy,
8Gbit/s 1-port Fibre Channel cards (MC-08FC81) or 4Gbit/s 1-port Fibre Channel cards
(MC-08FC31/MC-08FC51) are recommended for use.

- For 2-port Fibre Channel cards (MC-08FC41/MC-08FC61/MC-08FC91), configurations in
which both ports of any given card connect to the same storage system are not recommen-
ded.

For other notes, contact a Fujitsu engineer.

Notes about Driver for ETERNUS AF/DX Storage Sys-

tems
ET—
When connecting the server to the ETERNUS AF/DX with multipath configuration, using the path

redundancy control (path fail-over) function with a driver for ETERNUS AF/DX storage systems,
one of the following drivers is required by the server:

(0} Driver

Windows Server® 2025 ETERNUS Multipath Driver

Windows Server® 2022
Windows Server® 2019
Windows Server® 2016
Windows Server® 2012 R2
Windows Server® 2012

For product information, refer to the following URL:
https://www.fujitsu.com/global/products/computing/storage/software/eternus-mpd/

When single-path connection is used between the ETERNUS AF/DX and server, a driver for
ETERNUS AF/DX storage systems (ETERNUS Multipath Driver) is not required.
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Chapter 3 Notes
3.4 MSCS and WSFC Notes

3.4

3.5

3.6

3.7

MSCS and WSFC Notes
H

* To use MSCS or WSFC configuration, install either the driver for ETERNUS AF/DX storage sys-
tems or the standard multipath driver (msdsm) for Windows Server® 2025, Windows Server®
2022, Windows Server® 2019, Windows Server® 2016, Windows Server® 2012 R2, or Windows
Server® 2012 on each node (server) and then check the connections before the installation of
MSCS or WSFC.

Check the registry values by following the instructions in "Chapter 8 Checking the Registry In-
formation" (page 28), after installing MSCS or WSFC.

When setting up the MSCS, a reset group must be set for the ETERNUS AF/DX. A reset group
does not need to be set for WSFC.

Veritas Cluster Server (VCS) Notes
Hrrrr———

Veritas Cluster Server should be installed according to the directions given in the documenta-
tion provided with Veritas Cluster Server.

Notes about Standard Multipath Driver (msdsm) for

Windows Server®
[ [

Various settings, such as the load balance policy and retry count, can be adjusted by using the
standard multipath drivers (msdsm) for Windows Server® 2025, Windows Server® 2022, Win-

dows Server® 2019, Windows Server® 2016, Windows Server® 2012 R2, or Windows Server®
2012. However the following settings should not be changed from their default values.

Screen name Parameters that may not be changed

MPIO tab of Multi-Path Disk Device properties Load balance policy, [Details] button, [Edit] button

Details of DSM Timer counter (path checking period, enable path
checking, number of retires, retry interval, PDO dele-
tion period)

Details of MPIO paths Path status

Hyper-V Virtual Fibre Channel (vFC) Function Notes
HT———
* The following must be noted depending on the switch that is to be used when the vFC func-
tion is used in a cluster configuration via the guest OS.
- For Brocade Switch
* Enable the NPIV function.
* Enable the "Enforce FLOGI/FDISC login" function.
- For Cisco Switch
* Enable the NPIV function.
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Chapter 3 Notes
3.8 Fibre Channel Switch Notes

3.8

3.9

3.10

* Use version 5.0 (4b) or later for NX-OS.

* For details on the Brocade switch functions, the Cisco switch functions, and their support sta-
tus, refer to the manual provided with the relevant switch.

* When the vFC function is used, use the host affinity instead of using the LUN mapping.

When the host WWNs are registered to the host affinity, all virtual WWNs of the vFC that are
set for the virtual machine must be registered as host WWNs.

* Configure the switch zone settings using the WWN zoning and avoid a cascade connection
between the switches.

Fibre Channel Switch Notes
H T

* Check the "Server Support Matrix for Windows FCoE connection" and "Server Support Matrix
for FC-SWITCH" for which CEE/FCoE switches and Fibre Channel switches are supported by
each server OS and ETERNUS AF/DX model. Refer to "Server Support Matrix for FC-SWITCH"
to check the available Fibre Channel switches in advance.

* When a Fibre Channel switch is to be used between the server and ETERNUS AF/DX, follow
the preparation-in-advance and Fibre Channel switch setup procedures given in the "Configu-
ration Guide -Server Connection- (Fibre Channel) Fibre Channel Switch Settings".

Server Startup and Power Supply Control Notes
EHT—

Before turning the server on, check that the ETERNUS AF/DX storage systems and Fibre Chan-
nel switches are all "Ready". If the server is turned on and they are not "Ready", the server will
not be able to recognize the ETERNUS AF/DX storage systems.

Also, when the ETERNUS AF/DX power supply is being controlled by a connected server, make
sure that the ETERNUS AF/DX does not shut down before the connected servers. Similarly, the
Fibre Channel switches must also be turned off after the connected servers have been shut
down. If turned off, data writes from the running server cannot be saved to the ETERNUS AF/DX
storage systems, and already saved data may also be affected.

Notes on WWN Instance Management Table for the

Server
[ D

The WWN instance management table for the server is a worksheet that helps make the proc-
ess of installing an ETERNUS AF/DX easy.

It is important that the system details be recorded after first installing the system and also each
time the system is subsequently modified, expanded, or has maintenance work performed on it.
Creating an instance management table makes installation and maintenance of the system easy.
Use template instance management tables provided in "Appendix Various Management Tables
(Template)" of the "Configuration Guide -Server Connection- (Fibre Channel) for Windows Driv-
er Settings" for the Fibre Channel card being used.
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Chapter 3 Notes
311 System Design Sheet Notes

3.1M

3.12

3.13

3.14

System Design Sheet Notes

The system design sheet is a spreadsheet program work sheet that is used to simplify the proc-
ess of installing the ETERNUS AF/DX. It is important that the system details be recorded after
first installing the system and also each time the system is subsequently modified, expanded, or
has maintenance work performed on it. Creating a system design sheet makes installation and
maintenance of the system easy.

Operational Notes

Check the values of the registry information after updating the Fibre Channel card driver. For
further details, refer to "Chapter 8 Checking the Registry Information" (page 28).

Notes on Installing the Storage Cluster Function

To install the Storage Cluster function, rebooting the server is necessary after the TFO group is
set up.

Notes about Connections with a Windows Server®

When Windows Server® is connected to the ETERNUS AF series (excluding the ETERNUS AF S3
series), the ETERNUS DX S4/S3 series (excluding the ETERNUS DX8900 S4), or the ETERNUS
DX200F, and Windows Server® is rebooted after a firmware is applied to the storage system, the
status of the disks on Windows Server® may become offline.

The status of the disks on Windows Server® can be checked with the following procedure.

Click the [Start] button, select [Computer Management] under [Administrative Tools] and then
select [Manage Discs] (or [Disk Management]) in the left pane.

Note that the occurrence condition and the workaround differ depending on the path configu-
ration of Windows Server®,

For single-path configurations, change the SAN Policy setting before a firmware is applied to
prevent the disk from becoming offline after the firmware is applied.

For multi-path configurations, there is no workaround. The procedure in "e Measure to take after
a problem occurs" (page 17) must be performed to recover from the offline status.

B Single-path configuration

The offline status can be avoided only when updating the firmware by changing the SAN Policy
setting to "Online All".

If operations are possible with the SAN Policy setting set to "Online All", Step 4 in "e Method for
proactively preventing occurrences" (page 15) is not required.
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Chapter 3 Notes

314 Notes about Connections with a Windows Server®

® Checking the SAN Policy setting

The following shows how to check the SAN Policy setting.

1

4

Execute the "diskpart" command in the command prompt.
The prompt changes to DISKPART.

Enter "san" and press the [Enter] key.

DISKPART> san

One of the following SAN Policies appears.
+ "Offline Shared"

 "Offline All"

* "Online All"

Enter "exit" and press the [Enter] key to complete the "diskpart" command.

® Method for proactively preventing occurrences

Change the SAN Policy setting by performing the following procedure and then update the
firmware.

1

Change the SAN Policy setting.
(1) Execute the "diskpart" command in the command prompt.
The prompt changes to DISKPART.

(2) Enter "san policy=onlineall" and press the [Enter] key.
Example:

DISKPART> san policy=onlineall

(3) To apply the SAN Policy setting, reboot Windows Server®.

Execute the "diskpart" command again in the command prompt and confirm that "Online
All" is specified for the SAN Policy setting.

Example:

DISKPART> san
SANPolicy : Online All

Update the firmware.
(1) Update the firmware of the ETERNUS AF/DX.

(2) To get OS to recognize the new instance ID, reboot Windows Server®.
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Chapter 3 Notes
314 Notes about Connections with a Windows Server®

4  Revert the SAN Policy setting to the previous value.
(1) Execute the following command to revert the SAN Policy setting.
Example:

DISKPART> san policy=0ffline Shared

(2) To apply the SAN Policy setting, reboot Windows Server®.

(3) Execute the "diskpart" command again in the command prompt and confirm that the
previous value is specified for the SAN Policy setting.

Example:

DISKPART> san
SANPolicy : Offline Shared

® Measure to take after a problem occurs

Manually change the offline disks to online with the following procedure.
1 Click the [Start] button, select [Computer Management] under [Administrative Tools] and
then select [Manage Discs] (or [Disk Management]) in the left pane.

2 Select each offline disk, then right-click the selected disk to change the status to online.

If a firmware update of the ETERNUS AF/DX is performed in a Hyper-V environment where a
pass-through disk is configured for the guest OS, the disk is recognized as a new disk and the
pass-through disk is removed from the physical hard disk. Therefore, the pass-through disk must
be manually reconfigured to be restored.

The procedure for restoring (or reconfiguring) the disk is as follows:

1  Start "Hyper-V Manager".

2  Select the offline guest OS and click [Settings] in the right pane.
The settings pop-up for the guest OS appears.

3 Inthe settings pop-up under [SCSI Controller], select the hard drive that has the message
"Physical drive not found".

4 Select the appropriate disk for the [Physical hard disk] area in the right side of the window.

5 Click the [OK] button.

® SAN Policy supported OSs

* Windows Server® 2025
* Windows Server® 2022
* Windows Server® 2019
* Windows Server® 2016
* Windows Server® 2012 R2
* Windows Server® 2012
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Chapter 3 Notes
314 Notes about Connections with a Windows Server®

® SAN Policy default value

os SAN Policy default value

Windows Server® 2025 (all editions) Offline Shared

Windows Server® 2022 (all editions)

Windows Server® 2019 (all editions)

Windows Server® 2016 (all editions)

Windows Server® 2012 R2 (all editions)

Windows Server® 2012 (all editions)

B Multipath configuration
The server starts up with the same disk status (online or offline) as when the multipathing was
set up regardless of the SAN Policy setting.
* When the multipathing of an online disk is set up during the configuration of the environment
The multipath disk starts up in the online status after the firmware is updated.
* When the multipathing of an offline disk is set up during the configuration of the environment
The multipath disk starts up in the offline status after the firmware is updated.

® Method for proactively preventing occurrences

For multi-path configurations, there are no proactive measures (such as a setting change) to
prevent the disk from becoming offline after the environment is configured. In addition, the disk
status when multipathing was set up cannot be checked after the environment is configured.

Perform the procedure in "e Measure to take after a problem occurs" (page 17) if the disk be-
comes offline while the firmware is updated.

® Measure to take after a problem occurs

* When the OS can be started up
Manually change the offline disks to online by following the procedure below.

1 Click the [Start] button, select [Computer Management] under [Administrative Tools] and
then select [Manage Discs] (or [Disk Management]) in the left pane.

2  Select each offline disk, then right-click the selected disk to change the status to online.

* When the OS cannot be started up

If the Active Directory database is located in a disk other than the OS area, the OS may not be
able to start up because the disk is offline and the OS cannot access the Active Directory data-
base.

In this case, the disk can be recovered by starting the OS in the Directory Services Restore
Mode and changing the disk status to online.

The procedure for restoring (or reconfiguring) the disk is as follows:

1 Start the server.

2 Press the [F8] key on the server start-up screen.
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Chapter 3 Notes
315 Notes for Formatting a LUN of the ETERNUS AF/DX from a Windows Server®

3.15

The Advanced Boot Options screen appears.

3

4  Select Directory Services Restore Mode.

5 Login as Administrator after the OS starts.
6

Select [Computer Management] under [Administrative Tools] and then select [Manage
Discs] (or [Disk Management]) in the left pane.

7  Select each offline disk, then right-click the selected disk to change the status to online.

8 Restart the OS.

If a firmware update of the ETERNUS AF/DX is performed in a Hyper-V environment where a
pass-through disk is configured for the guest OS, the disk is recognized as a new disk and the
pass-through disk is removed from the physical hard disk. Therefore, the pass-through disk
must be manually reconfigured to be restored.

The procedure for restoring (or reconfiguring) the disk is as follows:

1  Start "Hyper-V Manager".

2  Select the offline guest OS and click [Settings] in the right pane.
The settings pop-up for the guest OS appears.

3 Inthe settings pop-up under [SCSI Controller], select the hard drive that has the message
"Physical drive not found".

4  Select the appropriate disk for the [Physical hard disk] area in the right side of the win-
dow.

5 Click the [OK] button.

Notes for Formatting a LUN of the ETERNUS AF/DX

from a Windows Server®
EHT—
If a LUN of the ETERNUS AF/DX is formatted from a Windows Server®, the following problems
may occur.

° The formatting operation takes longer to complete.

* If the formatting operation is canceled, the canceled operation becomes unresponsive.

These are the problems caused by performance degradation due to the command being issued
to release the storage capacity for the entire formatting area.

Performance degradation can be prevented by executing the following command to change
the parameter value to stop the command from releasing the storage capacity of all the vol-
umes.

# fsutil behavior set disabledeletenotify 1
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Chapter 3 Notes
315 Notes for Formatting a LUN of the ETERNUS AF/DX from a Windows Server®

After all formatting operations have been completed, execute the following command to re-en-
able the command that releases the storage capacity of all the volumes.

# fsutil behavior set disabledeletenotify 0
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Chapter 4
Setting Up the ETERNUS AF/DX

Set up the ETERNUS AF/DX storage systems using ETERNUS Web GUI.

ETERNUS AF/DX setup can be performed independently of server setup. For details on how to
perform these settings, refer to the following manuals.

* "Configuration Guide -Server Connection- Storage System Settings" that corresponds to the
ETERNUS AF/DX to be connected

* "ETERNUS Web GUI User's Guide"
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Chapter 5

Setting Up the Fibre Channel Switches

Perform the settings required to connect the ETERNUS AF/DX storage systems and server via
the Fibre Channel switch, according to "Configuration Guide -Server Connection- (Fibre Chan-
nel) Fibre Channel Switch Settings".

| D> Caution | —

If the access path is set with ETERNUS SF Storage Cruiser, the Host Response settings are set
to the default values.

If the Host Response settings are changed from the default values, set the Host Response
again.
I E E _ E E E E E E  E—EEE—E—E—E———EE——

The following examples show configurations in which a server is connected to a Fibre Channel
switch with zoning.

The following example shows a configuration in which multiple servers are connected to multi-
ple CAs.

Name : Server#1 Name : Server#2

Port0 Port1 Port0 Port1

ZONE4

o . ] S
. . ] A A /
- { Porté ' , Port2 fPort4 Porté
. . 1 ol -
. . 1 T 4
[ ] n 1 L 4
: : ' .
- - FC switch ' . FC switch
H . 1 LI 4
:' : ' 1Y | I
4 H Jz A
': Port1| € |Port3 Port5 Port7 Y, I |Port1l } Port3 Port5 Port7
S : 5 (
~ > [ VA

Portd0 | Port1 Portd0 | Port1 fii:;cading
cMo cM

ETERNUS AF/DX
Name : RAID#1
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Chapter 5 Setting Up the Fibre Channel Switches

The following example shows a configuration in which a single server is connected to multiple

CAs.
Server
Port0 Port1
ZONE3 ZONE4
/ ‘/
[ l)l(l e mey
‘ .
1 N\ <1 \]
= ) | [ g
oy Porto| = Wort2| |Port4| |Port6| M|Port0| ,YPort2| |Port4| |Porté
[ ] n ‘ ?| .
: R o S
[ ] ‘ L] | L 1 .
oy 200N (I W A N
N T o ‘ FC switch 1 . 1 . FC switch
. N . \ 1 A
- - N 1 . .
= | Port1|g | Port3 “ Port5 Port7 p Port1 N Port3 " Port5 Port7
. N 1 LA kg * :
: EEEEEEN h m om i - :
Port0 Port1 Port0 Port1 Qascadlng
line
CMO CM1
ETERNUS AF/DX

Fujitsu Storage ETERNUS AF, ETERNUS DX Configuration Guide -Server Connection- (Fibre Channel) for Windows®
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Chapter 6
Installing the OS

Install the OS and Service Pack (SP) to the server if the OS has not yet been installed.

| D> caution | —

Check that the power for the ETERNUS AF/DX storage systems are turned off before instal-
ling the OS. If the power for the ETERNUS AF/DX storage systems are turned on when instal-
ling the OS, the server recognizes the ETERNUS AF/DX storage systems and problems may
occur.
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Chapter 7

Installing the Driver

7.1

7.2

7.2

Install the Fibre Channel card driver and the driver for ETERNUS AF/DX storage systems or the
standard multipath driver (msdsm) for Windows Server® 2025, Windows Server® 2022, Windows

Server® 2019, Windows Server® 2016, Windows Server® 2012 R2, or Windows Server® 2012 and
then perform a configuration.

Installing the Fibre Channel Card Driver

Refer to each "Configuration Guide -Server Connection- (Fibre Channel) for Windows®" for de-
tailed setting procedures.

* "Configuration Guide -Server Connection- (Fibre Channel) for Windows® Driver Settings for
Fujitsu Fibre Channel Cards"

* "Configuration Guide -Server Connection- (Fibre Channel) for Windows® Driver Settings for
Non-Fujitsu Fibre Channel Cards"

Multipath Environment Configuration

Multipath environment configuration differs depending on the multipath driver that is used.
* When the driver for ETERNUS AF/DX storage systems is used
Refer to "7.2.1 Configuring ETERNUS Multipath or GR Multipath" (page 24).

When the standard multipath driver (msdsm) for Windows Server® 2025, Windows Server®
2022, Windows Server® 2019, Windows Server® 2016, Windows Server® 2012 R2, or Windows
Server® 2012 is used

Refer to "7.2.2 Configuring the Standard Multipath Driver (msdsm) Environment for Windows
Server®" (page 25).

Configuring ETERNUS Multipath or GR Multipath

Install the driver for ETERNUS AF/DX storage systems as required.

* Refer to "3.3 Notes about Driver for ETERNUS AF/DX Storage Systems" (page 11) for notes
about drivers in cases such as when connecting the server to the ETERNUS AF/DX in multipath
configuration and using the path redundancy control (path fail-over) function, and for when
single-path connection is used between the ETERNUS AF/DX and server.

For the procedure about how to install (or uninstall), set up, and use the drivers for ETERNUS
AF/DX storage systems, refer to the software manuals.
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Chapter 7 Installing the Driver
7.2 Multipath Environment Configuration

7.2.2 Configuring the Standard Multipath Driver (msdsm) Environment for
Windows Server®

This section describes how to configure the environment to use the standard multipath driver
(msdsm) for Windows Server® 2025, Windows Server® 2022, Windows Server® 2019, Windows
Server® 2016, Windows Server® 2012 R2, or Windows Server® 2012.

7.2.21 Installing Multipath 1/0

Procedure

1 Click [Add Features] in the [Server Manager] screen.

Select the "Multipath I/O" checkbox in the "Features" screen of the Add Features Wizard,
and install the Multipath I/O function.

Add Features Wizand = _E’

- g Select Features
& |

_ Sedact one or more features: to nstall on ths senver.

Cenfrmatan Eeabres: Deseription:

I Mutipath [0, slong with the
Microsaft DeviceSpecific Module
(D= o & third-party DSM, provides
support forusing multiole data patks
to a storage device an Windows,

=

I Hext > I g3l Carcel J

2 Reboot the server.

End of procedure

7.2.2.2 Detailed Setup for MPIO
Perform settings to apply the installed Multipath I/O to the ETERNUS AF/DX.

Procedure

1 Click [Control Panel] — [MPIO].
The MPIO properties window appears.
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Chapter 7 Installing the Driver
7.2 Multipath Environment Configuration

2 Inthe MPIO properties window, select the [MIPO-ed Devices] tab, and click the [Add] but-
ton.

MPIO Properties i x|

MPIO-ed Devices | piscaver Multi-Paths | DSM Install |

To add support for a new device, dick Add and enter the Yendor and
Product Ids as a string of 8 characters followed by 16 characters, Multple
Devices can be specified using semi-colon as the delimiter,

To remove support for currently MPIO'd devices, select the devices and
then click Remaove.

Devices:

Device Hardware Id |
Wendor 8Product 16

Add | Remaove |

QK I Cancel | Apply |

3 Enter the ID of the ETERNUS AF/DX that is to be connected in the [Device Hardware ID]
field.

Add MPIO Support x|

Enter the Vendor and Product Ids (as a string of 8 characters followed by
16 characters) of the devices you want to add MPIO support for.

Device Hardware ID:
FLIITSU I:—I'ERNUS_DX‘I-UU|

:
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Chapter 7

Installing the Driver

7.3 Single-Path Environment Configuration

7.3

The device hardware ID that must be entered for the ETERNUS AF/DX can be checked with

the following table.

ETERNUS AF/DX to be used

Device Hardware ID

ETERNUS AF150 S3/AF250 S3,
ETERNUS AF250 S2,

ETERNUS AF250,

ETERNUS DX60 S5/DX100 S5/DX200 S5,
ETERNUS DX60 S4/DX100 S4/DX200 S4,
ETERNUS DX60 S3/DX100 S3/DX200 S3,
ETERNUS DX60 S2/DX80 S2/DX90 S2,
ETERNUS DX200F

FUJITSU ETERNUS_DXL

ETERNUS AF650 S3,

ETERNUS AF650 S2,

ETERNUS AF650,

ETERNUS DX600 Sé,

ETERNUS DX500 S5/DX600 S5,
ETERNUS DX500 S4/DX600 S4,
ETERNUS DX500 S3/DX600 S3

FUJITSU ETERNUS_DXM

ETERNUS DX900 Sé6,
ETERNUS DX900 S5,
ETERNUS DX8900 S6,
ETERNUS DX8900 S4,

ETERNUS DX8100 S3/DX8700 S3/DX8900 S3

FUJITSU ETERNUS_DXH

ETERNUS DX400 S2 series

FUJITSU ETERNUS_DX400

ETERNUS DX8000 S2 series

FUJITSU ETERNUS_DX8000

| D> Caution R —

A space is required between the "FUJITSU" and the "ETERNUS_...".

Connect the ETERNUS AF/DX using multipath configuration with the server turned off, and

then turn the server on.

End of procedure

Single-Path Environment Configuration

In a single-path environment, it is not required to install the ETERNUS Multipath Driver or driver
for ETERNUS AF/DX storage systems such as ETERNUS device driver.
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Chapter 8
Checking the Registry Information

Check the value of the "TimeOutValue" registry key. If the "TimeOutValue" registry key does not
exist, then create it.

The registry file should be backed up before creating or changing any registry values.

-

Procedure

Click the [Start] button, and then click [Run].

In the [Run] dialog box, type "regedit", and then click the [OK] button.
Registry Editor starts.

Follow the path described below:

\HKEY LOCAL MACHINE\SYSTEM\CurrentControlSet\Services\Disk

Check the value of the "TimeOutValue" registry key.

Check that the value of the "TimeOutValue" registry key is "0x3C". If the name or value is
not "0x3C", change it to "0x3C".

| D> Caution R —

* If the "TimeOutValue" key does not exist, add a registry key with the following values:

* The "Name" field is case-sensitive.

Name TimeOutValue
Type REG_DWORD
Radix Hexadecimal
Data 3C

If any registry values were added or modified, reboot the server.
The modified settings will be enabled after the reboot.

End of procedure
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Chapter 9

Checking the Connected Devices

9.1

9.2

Turning On the Devices
ET——

To turn on the connected devices, use the following procedure:

Procedure

-

Turn on the Fibre Channel switch power (if used).
Check that the Ready LED (or equivalent) is lit on the Fibre Channel switch.
Turn on the ETERNUS AF/DX.

Check that the Ready LED is lit on the ETERNUS AF/DX.

a ~h W N

Turn on the server.

End of procedure

Checking the LUNs

Check the LUNs using the following procedure:

Procedure

1 Open [Device Manager] to show [Disk drives].

2 If the ETERNUS AF/DX storage systems' LUNSs are recognized by the server, the ETERNUS
AF/DX storage systems' device (LUNSs) are displayed under [Disk drives].

ONote

For multipath configuration with Windows Server® 2025, Windows Server® 2022, Windows

Server® 2019, Windows Server® 2016, Windows Server® 2012 R2, or Windows Server® 2012,
each ETERNUS AF/DX LUN shows as a single "Multi-Path Disk Device".

End of procedure
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Chapter 9 Checking the Connected Devices
9.3 Checking the ETERNUS AF/DX storage systems' Connection Status

9.3  Checking the ETERNUS AF/DX storage systems' Con-

nection Status
ET—
The following items can be set and displayed in the Multipath Manager main window when GR
Multipath Driver or ETERNUS Multipath Driver is used.

* ETERNUS AF/DX storage systems' connection status

* Connected LUNs

* Path status

* Path restoration or release

The following is an example use of ETERNUS Multipath Driver. This describes ETERNUS AF/DX
storage systems' connection status and the checking of paths.

Procedure

1 Start up ETERNUS AF/DX storage systems (assuming that LUNs are already set up), and
check that it is "Ready" before starting up the server.

2 When the server is Ready, start up Multipath Manager.

3 The main window will appear.

The status of the ETERNUS AF/DX storage systems connected to the server (connection
status, path status) can be checked.

End of procedure

For details on "Multipath Manager" operations, refer to the manual provided with the GR Multi-
path Driver or ETERNUS Multipath Driver.
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Chapter 10
Creating the Disk Partitions

Create disk partitions as necessary, using the following procedure.

Procedure

1 Open [Disk Management] via [Computer Management].

If unsigned disks exist, a query about whether or not to sign disks for the connected devi-
ces is made.

2 Sign disks and create partitions as necessary.

ONote

* This setup can also be used to upgrade to dynamic disks.

+ 2TB or larger disks must be converted to GPT disks.

End of procedure
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Chapter 11
Setting Up the Cluster Configuration

If configuring a cluster (WSFC/MSCS), install the cluster related applications, as necessary. After
cluster configuration is finished, recheck the registry information according to the instructions in
"Chapter 8 Checking the Registry Information" (page 28). Correct the information, if necessary.
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Chapter 12
Storage Migration

This chapter explains how to configure the server for performing Storage Migration.

When Storage Migration is performed, configure the settings so that the dynamic disks can be
used from the server (Windows Server®).

B Setting Procedure Outline

This procedure is required after performing Storage Migration, and all operations are performed
on the server (Windows Server®). This is not dependent on a Multipath Driver.

The following describes the procedure for using the dynamic disks after performing Storage Mi-
gration. This procedure is not required when performing Storage Migration for a basic disk.

1 Bring the disk online.
2 Import the disk.

3  Activate the disk.
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Chapter 12 Storage Migration

B Example Setting Procedure

The following procedure shows an example configuration for using dynamic disks.

Procedure

1 Bring the disk online.

After performing Storage Migration, the disk will be offline. Right-click the disk and select

[Online].

g;!l:omputer Management

File  Action Wiew Help

s rFlEEReE

;é' Computer Management {Local)
= [[’j System Tools
(EJ Task Scheduler
@ Event Wiewer
22| Shared Folders
® % Local Users and Groups
(R3) Performance
5 Device Manager
= 3 Storage
=5 Disk Management

44 Services and Applications

Yalume | Layout | Tvpe | Filz stteml Skatus | Capacil
] Sirnple [ryniamic Failed 8.00 al
= | Spanned  Drynamic Failed 16.00¢
3 Mlirror Dynamic Failed 4,00 Gl
Striped  Dynamic Failed 8.00al
m (C) Simple Basic MTF3 Healthy {Boot, Page File, Crash Dump, Primary Partition)  465.15
CwMew Yolume (T:)  Simple Dynamic  MTFS Healthry 8.00 Gl
Cawhlew Yolume (U:)  Spanned  Dynamic  MTFS Healthry 16.00¢
CwMew Yolume (Vi) Striped  Dynamic  MTFS Healthy 8.00 Gl
Calew Yolume (W) Mirrar Dynamic  MTFS Healthy 4.00 Gl
CwMew Yolume (i) Simple Dynamic  MTFS Healthry 20,00 ¢
CwMew Yolume (23 Simple Dynamic  MTFS Healthy 20,00 ¢
C@System Reserved  Simple Biasic MTFS Healthy {Swstem, Active, Primary Partition) 100 ME
« | i
y
-
“&Disk 5 _I
Basic
20,00 GB 20,00 GB
Offling i
Help
“ziDisk 6
Crynamic
e
Properties
“ziDisk
Crynarnic Help
Offline i
Help
|_sDisk 8 I T 0000 =
B Unallocated [l Primary partition ] Simple | | d vol W striped vol W Mirrored
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Chapter 12 Storage Migration

2

Import the disk.

[Import Foreign Disks].

File  Action Yiew Help

(1) After bringing the disk online, its status will be Foreign. Right-click the disk and select

&= | fEHE]

[ &

;!l" Computer Management {Local)
= [r‘_!; System Tools
@ Task Scheduler

M Local Users and Groups
(%) Performance
) Device Manager
= g Skorage
=4 Disk Management

Services and Applications

Volume | Layout | Tvpe | File: Systemn | Status Capacil
] Simnple Dynamic Failed G.00 Gl
x| Spanned  Dynamic Failed 16,00 ¢
L= ] Striped  Dwnamic Failed g.00aGl

Mirror Dvnamic Failed 4,00G|

m (C) Simple Basic NTFS Healthy (Eoot, Page File, Crash Dump, Primary Partition)  465.15
Cwllew Yolume (Y1) Simple Dynamic  NTFS Healthy 20.00 ¢
e Mew Yolume (213 Simple Dynamic  NTFS Healthy 20,00 ¢
—#System Reserved  Simple EBasic NTFS Healthy (System, Active, Primary Partition) 100 ME
4 |
J

=

—iDisk 8 _I

Dyniarnic

Foreign

—Disk 9

Crynamic

Foreign

iDisk 10

Dynarnic New Yolume (¥:)

20,00 GE 20,00 GB NTFS

Online Healthy

LuDisk 11 S
N Unallocated [ Primary partition [ Simple B s d vol M striped vol W Mirrored
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Chapter 12 Storage Migration

(2) Inthe [Import Foreign Disks] window, select the checkbox of the disk you want to im-
port and then click the [OK] button.

£3 Computer Management

File  Action Yiew Help

&2 rnlEEE=

A Computer Management {Local)
= tfé System Tools
@ Task Scheduler
@ Event Yigwer
[z Shared Folders
! Local Users and Groups
(%)) Performance
gy Device Manager
Bl 5 Starage
=¢ Disk Managsment
::!q Services and Applications

Dizk groups:

—Disk 8
Crynamic

Foreign

Import Foreign Disks

Before using these dizks, add them to your spsten configuration.

Yolume | Layout | Type | File: Sgsteml Status | apacil
=] Simple Dynamic Failed g.00al
g Spanned  Dynamic Failed 16.00¢
=] Striped  Dynamic Failed 5.00Gl

Mirrar Dynarmic Failed 4.00 Gl
[="N{s}] Simple Basic WTFS Healthy (Boot, Page File, Crash Dump, Primary Partition) 465,15
CaMew Yolume () Simple Dynamic  MTFS Healthy 20.00¢
CwMew Yolume (23 Simple Dynamic  MTFS Healthy 20.00¢
@ System Reserved  Simple Basic MWTFS Healthy {Syskem, Active, Primary Partition) 100 ME

- 'Disk 9
Dynamic

Foreign

uDisk 10

Online Healthy

Dynamic New Yolume (Y:)
20,00 GE 20.00 GB NTFS

L=Disk 11

B Unallocated [l Primary partition i Simple

Here d vol B Striped

-

W Mirrored
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Chapter 12 Storage Migration

(3) Confirm that the Volume type to be imported is correct, and then click the [OK] but-
ton.

Computer Management

File  Action “iew Help

&0 rElEERE=

A Computer Management {Local) ‘olume | Layout | Type | File System | Skatus | Capaci
B |} system Tooks =) Simple  Dynamic Failed s.00Gl
@ Task Scheduler “a Spanned  Dynamic Failed 16.00¢

{2 Event viewer 3 Striped  Dynamic Failerd .00 Gl

] Shared Folders =] Miror  Dynamic Failed 4000l

5 Local Users and Groups = () Simple Basic WTFS Healthy (Boot, Page File, Crash Dump, Primary Partition) 465,15

&, ParF.ormance aMew Yolume () Simple Dynamic  MTFS Healthy 20.00¢

o s %‘%r::;'te Mariager alew Yolume (23 Simple Dynamic  MTFS Healthy 20.00¢
L @ Systern Reserved  Simple Biasic MWTFS Healthy (System, Active, Primary Partition) 100 ME

t=4 Disk Management

» Services and Applications Foreign Disk Yolumes B
The following list shows the type, condition, and size of volumes on these foreign
disks. Click O to add these disks
Type | Condition | Size I
& Simple volume [n]:9 8189 MB
& 5Spanned volume [a]: 163581 ME
(# Striped volume aK 8192 MB
KN — CoMinoiedvolume 0K 409 MB I
“#Disk &
Crynamic
- #Disk 9
Dryniamic
Foreign
L=Disk 10
Drynarnic New Yolume (¥:)
20.00 GB 20,00 GB NTFS
Oniline Healthy
L_=Disk 11 e =|
B Unallocated [l Primary partition Jij Simple vol W sp d vol M Striped vol l Mirrored
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Chapter 12 Storage Migration

3

Activate the disk.

(1) Right-click the disk and select [Reactivate Disk].
If the status is "Online" at "Import Foreign Disks", this procedure is not required.

File Action Yiew Help

o A il e =

= m System Tools
@ Task Scheduler
2] Event viewer
2| Shared Folders

() Performance
&= Device Manager
B 22 storage
=f Disk Management

A Computer Management {Local)

Local Users and Groups

Services and Applications

Yolume | Layout | Type | File: Sgsteml Skatus | apacil
o (C) Simple Basic MTFS Healthy (Boot, Page File, Crash Dump, Primary Partition) 465,15
CaMew Yolume Striped  Dynamic  MTFS Healthy 8.00 Gl
s Mew Yolume Spanned Dynamic  MTFS Healthy 16.00 ¢
aMew Yolume Simple Dynamic  MTFS Healthy 5.00 Gl
o Mew Yolume Mirrar Dynamic  MTFS Healthy 4.00 Gl
CwMew Yolume () Simple Dynamic  MTFS Healthy 20,00 ¢
CaNew Yolume (Z:)  Simple Dynamic  MTFS Healthy 20,00 ¢
CwSystem Reserved  Simple Basic MTFS Healthy {System, Active, Primary Partition) 100 ME
4 I 2
1
=
L_aiDisk 8
Drynammic New Yol New Yol New Yol New Vol
20.00 GB 4.00GENTFS | |4,00GENTFS | |4.00 GB NTFS || &.00 GB NTFS
online ey Spanned olume, . Healthy Healthy Healthy
[Wew striped Yalume.,
aDi e Mireared Valume., .,
Dynan | MEWRAIDSHGImES: New Yolume New Yolume
20,00 T ioks 4.00 GB NTFS 12.00 GB MTFS
Onling | IpSHEFarEEn Bt Healthy Healthy
Conyert bo Basic Disk
[apj | SOMEr b G sk
Dynal 5 2 ]
2000 Reactivate Disk
online EMOYE 5]
Offling
LsIDi ! =
Properties
B Uni B striped vol B Mirrored
Help
I —
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Chapter 12 Storage Migration

(2) Confirm that the disk status has returned to "Online".
Each partition is recognized automatically.

File  Action Wew Help

[ __ Computer Management

e rflBEIEXs=aE

A Computer Management (Local)
= 'ﬂ'& System Tools
@ Task Scheduler
@ Evert Viewer
2| Shared Folders
‘\,g Local Users and Groups
() Perfarmance
=4 Device Manager
= S Shorage
t=4 Disk Management
fa'(; Services and Applications

Yalume | Layout | Type | File stteml Status | Capaci
[=—"N{a}] Simple Basic WTFS Healthy (Boot, Page File, Crash Dump, Primary Partition) 465,15
i Mew Yolume Striped  Dynamic  MTFS Healthy &.00al
i Mew Yolume Spanned Dynamic  MTFS Healthy 16.00¢
CmMew Yolume Simple Dynamic  MTFS Healthy &.00 Gl
@ Mew Yolume Mirror Dynamic  MTFS Healthy 4,00 Gl
Calew Yolume () Simple Dynamic  NTFS Healthy 20.00¢
Cahlew Yolume {23 Simple Dynamic  MTFS Healthy 20.00¢
—w Syster Reserved  Simple EBasic WTFS Healthy (System, Active, Primary Partition) 100 ME
d] | H
|
=
L aDisk 8
Dynamic New Yol New Yol New New Yol
20.00 GB 400GENTFS | |4.00GENTFS | |4.00GENTFS || 8.00GE NTFS
Online Healthy Healthy Healthy Healthy
L uDisk 9
Drynarnic New ¥olume New ¥olume New ¥olume
20.00 GB 4,00 GB NTFS 4,00 GB NTFS 12,00 GEB NTFS
Online Healthy Healthy Healthy
L=Disk 10
Drynamic
20,00 GE
Online
L=Disk 11 | -
M Unallocated [l Primary partition Jij simple | | d vol B Striped vol H Mirrored

End of procedure

After this procedure is completed, the dynamic disks can be used in the migration destination

ETERNUS AF/DX the same way as before the migration.
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Chapter 13
Non-disruptive Storage Migration

This chapter describes the procedures for connecting and disconnecting paths and provides
notes for when the Non-disruptive Storage Migration function is used in the example WSFC en-

vironment that uses a multipath driver (msdsm) and runs Windows Server® 2012 R2.
Note that in the WSFC environment, during the time from a path connection until after the path

disconnection is completed, the cluster must be stopped. Therefore, data migrations without
stopping the operation is not available.

® Connecting Paths

The following procedure shows how to add a path to the migration destination storage system
from the server (Windows Server® 2012 R2) after the migration destination storage system is
connected. Note that Step 1is not needed in environments other than WSFC.

Procedure

1  Stop the cluster.

ONote

Perform this procedure before configuring the host affinity setting in the migration desti-
nation storage system.

(1) In the [Failover Cluster Manager] screen, right-click the cluster name and select [More
Actions] - [Shut Down Cluster...] to stop the cluster.

5 Failover Cluster Manager ==
File Action View Help
@) 2[m B[m
5 Failover Cluster Manager Cluster WIN2012-CL.mslogo.fujitsu.com ~ | Actions
WIN2012-CL e
— WIN2012-CLmslogo.fujitsu.com =
T3 Roles Configure Role... ter WIN2012-CL. > logo.fuj
5 Nodes Ly e e el D s &5 Configure Role...
& st
‘ L; :‘g;! View Validation Report sucom Networks: Private, Pubkic &8 Validate Cluster.
- 366 Subnets: 2IPv4 and 0 IPv6  View Validation Report
B Pools Add Node... Pl
fin
B Networks Close Connection jum) I AddNode.
{1 Cluster Events ~ Close Connection
Reset Recent Events
£ Reset Recent Events
More Actions » Configure Cluster Quorum Settings...
More Actions »
View 5 Capy Clier Ralea ¥ copy roles from  cluster running Windows Server
View »
Refresh | shut Down Cluster... Bricoic o tre v (@ Refresh
Properties Destroy Cluster... @ Properties
Help Move Core Cluster Resources ,
H Hep
¥ Cooy Cluster Roles .. Cluster-Aware Updating =
€ Custer Aware Updating
~ Navigate
[@] Roles [@] Nodes [@] Storage
[@] Networks [@] Quster Events
~  Cluster Core Resources
Neme Status Infornation
Storage:
@ 3 Cluster Disk Quorum (@ Oniine Chkdsk scan needed on volume '\ ?\Volume(63¢
Server Name
@ 9% Name: WIN2012CL (® Online

These actions are used less frequently than other cluster actions.

The operation is stopped.
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Chapter 13 Non-disruptive Storage Migration

(2) Confirm that the Cluster Status is changed to "Down".

4 Failover Cluster Manager
b &5 WIN2012-CLmslogo fujitsu.com

Cluster WIN2012-CL.mslogo.fujitsu.com

,}# Summary of Cluster WIN2012-CL mslogo.fujitsu.com

Name: WIN2012-CL.mslogo fujitsu.com
Cluster Status: /1, Down

Nodes: 0 out of 2 nodes are running

4 Configure

Investigate issues preventing the cluster from starting
B3 Vaidate Corfiguration...

Cluster Service Status

WIN2012-CLny
& Validate Confi
EB View Validation Report

& Connectto cluster

@ Start Cluster

& Force Cluster Start

2 Close Connection
View

(@ Refresh

Help

(3) Because the reservation information remains in the migration source storage system,
manually release the reservation state from ETERNUS Web GUI.

From [Configuration] - [Host Interface Management] -[Release Reservation], select
the target volume and then click the [Execute] button.

ETERNUS DX410

User : root

Configuration

»Resource Domain Management
»RAID Maragement
Thin Provisioning Management

Logical Volume
No_ Name

Logical Volume List

CA Port / Affinity Group LUN Registrants Reservation Type Persistent APTPL

#Hbst Interface Managzment 0:000D L74 Win Open-01 0x002(L74 Win) 0000 2 WE-RO Yes No
Set CA Parameters
Set Host WorldWidshame(s) 0x000E L74 Win Open-02 0x002(L74 Win) 0001 2 WE-RO Yes No
Set i5OSI Host I00F L74 Win O pen-03 0x002(L74 Win) 0x002 2 WE-RO Yes No
Set Afinity Group
Alocate Host-Affinity Groue 010 L74_Win O pen-04 0:002(L74 Win) 0003 2 WE-RO Yes No
Set LUNMarring 00011 L74.Win SDV-01 0>002(L74 Win) 0,004 2 WE-RO Yes No
Set CA Reset Group
Set Fhet Resgores 00012 L74.Win SDY-02 0x002(L74 Win) 0005 2 WE-RO Yes No
Change RA Mode 00013 L74.Win SDV-03 0x002(L74 Win) 0006 2 WE-RO Yes No
Release Resenvation
00014 L74.Win SDV-04 0x002(L74 Win) 0007 2 WE-RO Yes No
?Storage Migration 00015 L74 Win TPV-01 0002L74 i) 0008 2 WE-RO Yes No
00016 L74 Win TPV-02 0x002(L74 Win) 0009 2 WE-RO Yes No

O Select All Volume ® Select by unit of Volume

13 Volumes ~ Pags 1/2

[ [rmtoree [ e |

[

®R104% -
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Chapter 13 Non-disruptive Storage Migration

(4) The "Please confirm that you wish to perform this operation." message is displayed;

click the [OK] button.

ETERNUS DX410

e ae
Status | GettingStarted | Configuration |, Settings |, Cownload | Remote Supsort | User Accourts |
Corfiguation > bbst Irterfacs Marsgament > Release Reservation
Configuration .
- Please confirm that vou wish to perform this operation
Resource Domain Manage ment
RAID Maragement
#Thin Provisioning Management
- = ==
Set OA Parameters
Set Fhst WordWidshare(s)
Set 1SCST Host
Set Affiity Group .
Alocte HostAfiity Grou Logical Volume List to release
Set LUNMaging Logical Volume 5 o+ / Affinity Group LUN Registrants Reservation Type Persistent APTPL
Set OA Reset Group No. Name
Set Hbst Resporee 0x000D L74_Win Open-01 0x002(L74 Win) 0x000 2 WE-RO Yes No
Changs RA Mode « )
e lonce Focsreion Ox000E L74 Win Open-02 0x002(L74 Wir 0001 2 WE-RO Yes No
0X000F L74.Win Open-03 0x002(L74 Win) 0x002 2 WE-RO Yes No
#Storage Migration 050010 L74 Win Open-04 0x002(L74_Win) 0003 2 WE-RO Yes No
0:0011 L74 Win SDV-01 0x002(L74 Win) 0x004 2 WE-RO Yes No
050012 L74 Win SDV-02 0x002(L74 Win) 0x005 2 WE-RO Yes No
0,013 L74 Win SDV-03 0x002(L74 Win) 0x008 2 WE-RO Yes No
050014 L74 Win SDV-04 0x002(L74 Win) 0x007 2 WE-RO Yes No
00015 L74_ Win_TPV-01 0x002(L74 Win) 0x008 2 WE-RO Yes No
050016 L74_Win TPV-02 0x002(L74 Win) 0x009 2 WE-RO Yes No
13 Volumes - Page 1/2
[ bmproPee |
®R104% -

(5) The "Operation completed successfully." message is displayed; click the [OK] button.

ETERNUS DX410

[ Normal | ETERNUS DX410 Serial humter : 421 0904002

Stetus | Getting Started | Configuration | Settings | Cownload | Remate Supaart.
Corfigration > Fbst Irterface Maregemert > Release Reservation

»Resource Domain Management
*RAID Management
Thin Provisioning Management
Host Interface Marage ment
Set CA Parameters
Set Fbst WorldAlearme(s)
Set 15081 Host

Set Affinity Group

Alocate Fost-Affnity Grour
Set LUN Marxing

Set OA Reset Group

Set Hhst Resmres

Change RA Made

Release Resenvation

»Storage Migration

User Acoouats |

Operation completed successfully.

[Released Logical Volume List

Logical Volume.

CA Port / Affinity Group LUN Registrants Reservation Type Persistent APTPL

No. Name
050000 L74_Win Open-01 0x002(L74 0x000 2 WE-RO Yes No
0x000E L74.Win Oper02 0x002(L74. 0x001 2 WE-RO Yes No
0x000F L74 Win Open-03 0x002(L74 Win) 0002 2 WE-RO Yes No
0x0010 L74_Win_Open-04 0x002(L74 Win) 0x003 2 WE-RO Yes No
0,001 L74 Win SDV-01 0x002(L74_Win) 0x004 2 WE-RO Yes No
00012 L74.Win.SDV-02 0x002(L74Win) 04005 2 WE-RO Yes No
00013 L74.Win SDV-03 0x002(L74_Win) 05008 2 WE-RO Yes No
00014 L74 Win_SDV-04 0x002(L74 Win) 0x007 2 WE-RO Yes No
0,0015 L74 Win TPV-01 0x002(L74_Win) 0x008 2 WE-RO Yes No
00016 L74.Win TPV-02 0x002(L74_Win) 05009 2 WE-RO Yes No

13 Volumes - Pags 1/2

Limpto Page tet |

htp://10.21.86. bi

®]104% -
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Chapter 13 Non-disruptive Storage Migration

(6) Confirm that the reservation state has been released.

If the following message appears, there are no reserved volumes. Click the [OK] but-

ton.

ETERNUS DX410

[ Normal_| ETERNUS DX410 | Seria humter : 421 0904002

Status | GettingStarted | Configuration | Ssttings | Download | Remote Supeort | User Accouts |

Corfigration > Fbst Irterface Maregemert > Release Reservation

There is not Logical Volume, which can release.

»Resource Domain Management
+RAID Management |-
Thin Provisioning Management
Host Interface Maragement

Set OA Paraneters

Set Fbst WorldAldeNarre(s)
Set 1S0S Host

Set Affinity Group

Alocate Fost-Affnity Grour
Set LUNMarxing

Set OA Rieset Group

Set thet Resmree

Ghange RA Mode

Release Resenvation

Storage Migration

#104% ~

2  Check the multipath state using the command prompt or PowerShell.

In the following example, each LUN has two paths.

C:\Users\administrator.MSLOGO> mpclaim -s -d 0

MPIO DiskO: 02 Paths, Round Robin, Symmetric Access
Controlling DSM: Microsoft DSM
SN: 600B5D006A0006ABA00DOO
Supported Load Balance Policies: FOO RR RRWS LQD WP

Path ID State SCSI Address

0000000077060001 Active/Optimized 006|000/10011000
* TPG State : Active/Optimized , TPG Id: 17, : 73

0000000077050002 Active/Optimized 005100010021000
* TPG State : Active/Optimized , TPG Id: 16, : 72

PS C:\Users\administrator.MSLOGO> mpclaim -s -d 1

MPIO Diskl: 02 Paths, Round Robin, Symmetric Access
Controlling DSM: Microsoft DSM
SN: 600B5D006A0006ABA0OEOD
Supported Load Balance Policies: FOO RR RRWS LQD WP

Path ID State SCSI Address

0000000077060001 Active/Optimized 006|000|0011]001
* TPG State : Active/Optimized , TPG Id: 17, : 73

0000000077050002 Active/Optimized 005100010021001
* TPG State : Active/Optimized , TPG Id: 16, : 72

3 Connect the multipath.

Add the host affinity setting to the migration destination storage system.
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Chapter 13 Non-disruptive Storage Migration

4 Inthe [Disk Management] screen, select [Action] - [Rescan Disks] to rescan the disks.

._Iﬂ-

= Disk Management
File | Action | View Help
@a= Refresh
| Volur IRacan Disls I | Type l File System I Status I Capacity I Free Spa... | ~
= Create VHD Basic NTFS Healthy (B... 464.91 GB 423.54GB
@ OR Attach VHD Basic NTFS Healthy (P... 3.90GB 1002 MB =
(=103 Basic NTFS Healthy (P... 3.90 GB 3.00 GB
s OF All Tasks ' Basic NTFS Healthy (P.. 3.90GB 2.00 GB
c=OF Help Basic NTFS Healthy (P... 3.90GB 3.00GB
3 S0y rrrpTe Basic NTFS Healthy (P... 3.90 GB 2.00 GB
CaSDV-2 (k) Simple Basic NTFS Healthy (P... 3.90 GB 3.00 GB
o SDV-3 (K Simnle Rasic NTES Healthv (P... 3.90 GR 2.00 GR i
< L]
L4Disk 0 S S——"—S
Basic System Reserved () i
465.25 GB 350 MB NTFS | 464,91 GB NTFS —
Online Healthy (System, Active, P | Healthy (Boot, Page File, Crash Dump, Primary Partition) -
CDisk 1 |
Basic OPEN-1 (D2)
3.916G8 3.90 GB NTFS
Reserved Healthy (Primary Partition)
C4Disk 2 I
Basic OPEN-2 (F)
3.916GB 3.90 GB NTFS
Reserved Healthy (Primary Partition)
CaDisk 3 T —
Basic OPEN-3 (G)
39168 3.90 GB NTFS
Reserved Healthy (Primary Partition)
= v
B Unallocated Ml Primary partition
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Chapter 13 Non-disruptive Storage Migration

Confirm that the path has been connected using the command prompt or PowerShell.

In the following example, two paths are added to each LUN which then becomes a four-

path configuration.

C:\Users\administrator.MSLOGO> mpclaim -s -d 0

MPIO DiskO: 04 Paths, Round Robin, Symmetric Access
Controlling DSM: Microsoft DSM
SN: 600B5D006A0006ABA00ODOO
Supported Load Balance Policies: FOO RR RRWS LQD WP LB

Path ID State SCSI Address Weight

0000000077060002 Active/Optimized 006100010021000 0
* TPG_State : Active/Optimized , TPG_Id: 32913, : 16529

0000000077050001 Active/Optimized 005100010011000 0
* TPG_State : Active/Optimized , TPG_Id: 32897, : 16513

0000000077060001 Active/Optimized 006100010011000 0
* TPG_State : Active/Optimized , TPG_Id: 17, : 73

0000000077050002 Active/Optimized 005100010021000 0
* TPG_State : Active/Optimized , TPG Id: 16, : 72

PS C:\Users\administrator.MSLOGO> mpclaim -s -d 1

MPIO Diskl: 04 Paths, Round Robin, Symmetric Access
Controlling DSM: Microsoft DSM
SN: 600B5D006A0006ABA0OEOOD
Supported Load Balance Policies: FOO RR RRWS LQD WP LB

Path ID State SCSI Address Weight

0000000077060002 Active/Optimized 006100010021001 0
* TPG_State : Active/Optimized , TPG_Id: 32913, : 16529

0000000077050001 Active/Optimized 005100010011001 0
* TPG_State : Active/Optimized , TPG_Id: 32897, : 16513

0000000077060001 Active/Optimized 006100010011001 0
* TPG_State : Active/Optimized , TPG_Id: 17, : 73

0000000077050002 Active/Optimized 005100010021001 0
* TPG_State : Active/Optimized , TPG Id: 16, : 72

End of procedure
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Chapter 13 Non-disruptive Storage Migration

B Disconnecting the Path

The following procedure shows how to delete a path of the migration destination storage sys-
tem from the server (Windows Server® 2012 R2) after the migration source storage system is

disconnected. Note that Step 5 is not needed in environments other than WSFC.

Procedure

1 Check the multipath state using the command prompt or PowerShell.

In the following example, each LUN has four paths.

C:\Users\administrator.MSLOGO> mpclaim -s -d 0

MPIO DiskO: 04 Paths, Round Robin, Symmetric Access
Controlling DSM: Microsoft DSM
SN: 600B5D006A0006ABA00DOO

Path ID State SCSI Address

* TPG State : Active/Optimized , TPG_Id: 32913,

* TPG State : Active/Optimized , TPG_Id: 32897,

* TPG State : Active/Optimized , TPG_Id: 17, : 73

* TPG State : Active/Optimized , TPG_Id: 16, : 72

PS C:\Users\administrator.MSLOGO> mpclaim -s -d 1

MPIO Diskl: 04 Paths, Round Robin, Symmetric Access

Controlling DSM: Microsoft DSM
SN: 600B5D006A0006ABA0OEOOD

Path ID State SCSI Address

* TPG State : Active/Optimized , TPG_Id: 32913,

* TPG State : Active/Optimized , TPG_Id: 32897,

* TPG State : Active/Optimized , TPG_Id: 17, : 73

* TPG State : Active/Optimized , TPG_Id: 16, : 72

Supported Load Balance Policies: FOO RR RRWS LQD WP LB

0000000077060002 Active/Optimized 006100010021000

0000000077050001 Active/Optimized 005100010011000

0000000077060001 Active/Optimized 006|000]0011000

0000000077050002 Active/Optimized 005100010021000

Supported Load Balance Policies: FOO RR RRWS LQD WP LB

0000000077060002 Active/Optimized 0061000]002]001

0000000077050001 Active/Optimized 005|000]001]001

0000000077060001 Active/Optimized 006|000]001]001

0000000077050002 Active/Optimized 00510001002 ]001
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Chapter 13  Non-disruptive St

orage Migration

2  Disconnect the multipath.

Disconnect the paths between the migration source storage system and the server.

3 Inthe [Disk Management] screen, select [Action] - [Rescan Disks] to rescan the disks.

_I:l-

= Disk Management
File | Action | View Help
@a= Refresh
| Volur Rescan Disks Type l File System I Status J Capacity I Free Spa... | ~
Ca Create VHD Basic NTFS Healthy (B... 464.91GB 423.54 GB
cw OR Attach VHD Basic NTFS Healthy (P... 3.90GB 1002 MB =
(=103 Basic NTFS Healthy (P... 3.90 GB 3.00 GB
s OF All Tasks ' Basic NTFS Healthy (P.. 3.90GB 2.00 GB
= OH Help Basic NTFS Healthy (P... 3.90 GB 3.00GB
& SDv—vry rrrpre Basic NTFS Healthy (P... 3.90GB 2.00 GB
@ SDV-2 (k) Simple Basic NTFS Healthy (P... 3.90 GB 3.00 GB
CaSDV-3 (K:) Simnle Rasic NTES Healthv (P.. 3.90 GR 2.00.GR e
< L]
4Disk 0 e
Basic System Reserved (&3]
46525 GB 350 MB NTFS 464.91 GB NTFS o
Online Healthy (System, Active, P | Healthy (Boot, Page File, Crash Dump, Primary Partition) =
C4Disk 1 |
Basic OPEN-1 (D2)
3.91GB 3.90 GB NTFS
Reserved Healthy (Primary Partition)
C4Disk 2 I
Basic OPEN-2 (F)
3.91GB 3.90 GB NTFS
Reserved Healthy (Primary Partition)
CaDisk 3 T —
Basic OPEN-3 (G2)
39168 3.90 GB NTFS
Reserved Healthy (Primary Partition)
- v
W Unallocated Wl Primary partition
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Chapter 13 Non-disruptive Storage Migration

4 Confirm that the path has been disconnected using the command prompt or PowerShell.

In the following example, two paths are deleted from each LUN which then becomes a
two-path configuration.

C:\Users\administrator.MSLOGO> mpclaim -s -d 0

MPIO DiskO: 02 Paths, Round Robin, Symmetric Access
Controlling DSM: Microsoft DSM
SN: 600B5D006A0006ABA00ODOO
Supported Load Balance Policies: FOO RR RRWS LQD WP LB

Path ID State SCSI Address Weight

0000000077060002 Active/Optimized 006100010021000 0
* TPG_State Active/Optimized , TPG_Id: 32913, : 16529

0000000077050001 Active/Optimized
* TPG State

005|00010011000 0
Active/Optimized , TPG_Id: 32897, : 16513

PS C:\Users\administrator.MSLOGO> mpclaim -s -d 1

MPIO Diskl: 02 Paths, Round Robin, Symmetric Access
Controlling DSM: Microsoft DSM
SN: 600B5D006A0006ABA0OEOOD
Supported Load Balance Policies: FOO RR RRWS LQD WP LB

Path ID State SCSI Address Weight

0000000077060002 Active/Optimized 006100010021001 0
* TPG_State Active/Optimized , TPG_Id: 32913, : 16529

0000000077050001 Active/Optimized
* TPG State

005|000]001]001 0
Active/Optimized , TPG_Id: 32897, : 16513

5  Start the cluster.

(1) In the [Failover Cluster Manager] screen, right-click the cluster name and select [Start
Cluster] to start the cluster.

e

File Action View Help

e 2@ BE

] WIN2012-CLmslogo fujitsu.com-

Failover Cluster Manager

|Attempt to start the cluster service on

s WIN2012-CL_mslogo.fujitsu.com

Nodes: 0 out of 2 nodes are running

> luster from starting.

Node Cluster Service Status

B RX300566 Stopped

all nodes

_ﬂ-

Cluster WIN2012-CL.mslogo.fujitsu.com

Actions
WIN2012-CL.mslogo.fujitsu.com -
& Validate Configuration...
¥ View Validation Report
& Connectto cluster
™ Start Cluster
&3 Force Cluster Start
 Close Connection
View »
G Refresh

H Hep
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(2)

The operation can be restarted.

Confirm that the cluster has started.

= Failover Cluster Manager

File Action View Help
e 2@ B[

b [ WIN2012-CLmslogofujitsu.com

-ﬁ"; Summary of Cluster WIN2012-CL

“37 WIN2012-CL has 12 clustered roles and 2 nodes.

Name: WIN2012CLumsiogo fujtsu.com Networks: Prvate. Fubic
Cumrent Host Server: RX300565 Subnets: 2IPv4and 0 IPv6
Recent Cluster Events: None in the last hour

er Cluster Manager Cluster WIN2012-CL.mslogo. fujitsu.com s

Actions

WIN2012-CLmslogo.fujitsu.com &
& Configure Role...

& Validate Cluster...

%8 View Validation Report

#F AddNode...
Witness: Disk (Custer Disk Guorum)
' Close Connection
Reset Recent Event

> G £ Reset Recent Events
I More Acti
Configure high availabilty for 2 specifc clustered role, add one or more servers (nodes). or copy roles from  cluster running Windows Server B3 More Actons i
2012 R2. Windows Server 2012, or Windows Server 2008 R2 View »

@ Refresh

=] Properties

H Hep

~ Navigate
[#] Stora

~  Cluster Core Resources
Name Status Information
Storage.

@ & Cluster Disk Quorum (@ Oniine
Server Name.

® O Name: WIN2012CL (@ Onine

End of procedure

B Notes

* In the WSFC environment, data migrations without stopping the operation is not available.

Note that the operation is temporarily stopped during the path connection until after the path
disconnection is complete.

If the ALUA setting differs between the migration source and migration destination storage
systems, all the paths in the storage system where the ALUA setting is "ACTIVE / ACTIVE" and
the priority paths in the storage system where the ALUA setting is "ACTIVE-ACTIVE / PREFER-
RED_PATH" are set as the priority path group while the path is connected. After the path is

disconnected, the path group specified in the ALUA setting of the migration destination stor-
age system is used.

The following shows the path state before the migration, while the path is connected, and af-
ter the path is disconnected.
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Chapter 13 Non-disruptive Storage Migration

- Before the migration

Because the migration source is "ACTIVE / ACTIVE", both paths become the priority path

group.

MPIO DiskO: 02 Paths, Round Robin, Symmetric Access
Controlling DSM: Microsoft DSM
SN: 600B5D006A0006ABA00ODO0
Supported Load Balance Policies: FOO RR RRWS LQD WP LB

0000000077060001 Active/Optimized 006100010011000 0
* TPG_State : Active/Optimized , TPG Id: 17, : 73

0000000077050002 Active/Optimized 005100010021000 0
* TPG_State : Active/Optimized , TPG_Id: 16, : 72

Path ID State SCSI Address Weight

- While the path is connected

Two "ACTIVE / ACTIVE" paths in the migration source storage system and a single priority
"ACTIVE-ACTIVE / PREFERRED_PATH" path in the migration destination storage system be-

come the priority path group.

MPIO DiskO: 04 Paths, Round Robin with Subset, Implicit Only
Controlling DSM: Microsoft DSM
SN: 600B5D006A0006ABA00ODO0
Supported Load Balance Policies: FOO RRWS LQD WP LB

Path ID State SCSI Address Weight

0000000077060002 Active/Unoptimized 006[000[002]000 0
TPG_State : Active/Unoptimized, TPG Id: 32913, : 16529

0000000077050001 Active/Optimized 005100010011000 0
* TPG_State : Active/Optimized , TPG_Id: 32897, : 16513

0000000077060001 Active/Optimized 0060001001000 0
* TPG_State : Active/Optimized , TPG Id: 17, : 73

0000000077050002 Active/Optimized 0050001002000 0
* TPG_State : Active/Optimized , TPG_Id: 16, : 72
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Chapter 13 Non-disruptive Storage Migration

- After the path is disconnected

Because the migration destination is "ACTIVE-ACTIVE / PREFERRED_PATH?", only one priority

path becomes the priority path group.

Controlling DSM: Microsoft DSM
SN: 600B5D006A0006ABA00ODO0

Path ID State SCSI Address

TPG_State : Active/Unoptimized, TPG Id: 32913,

* TPG_State : Active/Optimized , TPG Id: 32897,

MPIO DiskO: 02 Paths, Round Robin with Subset, Implicit Only

Supported Load Balance Policies: FOO RRWS LQD WP LB

0000000077060002 Active/Unoptimized 006|000[002|000

0000000077050001 Active/Optimized 005100010011000
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