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Preface

This manual briefly explains the operations that need to be performed by the user in order to connect an
ETERNUS AF/DX to a server running VMware ESX using iSCSI Software Initiator or iSCSI Hardware Initiator via
an iSCSl interface.

This manual should be used in conjunction with any other applicable user manuals, such as those for the
ETERNUS AF/DX, server, 0S, adapters, and drivers.

Use the default values for parameters that are not described in this manual.

Refer to "Configuration Guide -Server Connection- Notations" for the notations used in this manual such as
product trademarks and product names. For storage systems that are supported by the OS, refer to the Server
Support Matrix of the ETERNUS AF/DX.

39th Edition
October 2022

The Contents and Structure of this Manual

This manual is composed of the following seven chapters.
- "Chapter T Workflow" (page 6)

This chapter describes how to connect the ETERNUS AF/DX storage systems to a server running VMware
ESX.

"Chapter 2 Checking the Server Environment" (page 8)

This chapter describes which servers can be connected to ETERNUS AF/DX storage systems.
« "Chapter 3 Notes" (page 9)

This chapter describes issues that should be noted when connecting the ETERNUS AF/DX storage systems
and server.

- "Chapter 4 Setting Up the ETERNUS AF/DX" (page 20)
This chapter describes how to set up the ETERNUS AF/DX storage systems using ETERNUS Web GUI.
« "Chapter 5 Setting Up the VMware ESX Server" (page 21)
This chapter describes how to set up the VMware ESX server.
« "Chapter 6 Virtual Machine" (page 60)
This chapter describes how to operate the Virtual Machine.
- "Chapter 7 Dynamic Recognition of LUNs Added While VMware ESX is in Use" (page 66)
This chapter describes dynamic recognition of LUNs added while VMware ESX is in use.

3

FUJITSU Storage ETERNUS AF, ETERNUS DX Configuration Guide -Server Connection- (iSCSI) for VMware® ESX
Copyright 2022 FUJITSU LIMITED
P3AM-3412-39ENZ0



Table of Contents

Chapter 1 Workflow 6
1.7 FOTrthe ETERNUS AF/DX ...ttt ettt ettt ete e et e et e eeateseaaeesaneesnneseenneesenaeeennes 6
Chapter 2 Checking the Server Environment 8
2.1 HATAWATE ..ottt ettt et e e et e e eaeeeteeeveeeteeeaaeeesaeeaseeetseessseesseensseeseeenseeeseeenseenseas 8
2.2 LAN (ards @nNd CNA CAIAS ....c.veeeveeiieieeieeeeeeteete ettt ettt ettt et veeateetaesbeenveeasesreebeensesssenseens 8
2.3 Connection Compatibility of ETERNUS AF/DX Storage Systems to VMware ESX ........cccoeeveerenuennee 8
2.4 VITEUI MACRINE ..ttt et ettt s be et e eaaeeaa e beeseensesssenseenaenns 8
Chapter 3 Notes 9
3.1 CONNECLION NOEES ...ttt ettt e et e e e e tr e e e e taeeeeeabaeeeessaeeeeenssseeeensseeeesssseeeannsaeeeans 9

3.1.1 FOT VIMWATE VSPREIE ...ttt ettt ettt et et s s e e s et e e ese e s e s eseesa et e s ensenaesassensensesessensensesensensenes 10
3.2 VMware ESX Operating NOUES .......coouuieiiiiieeiteeite ettt ettt sttt sab e st e b e e 11
3.3 ETERNUS AF/DX SEEUP NOUES.... .ottt ettt sttt st 11
3.4 SAN BOOENOEES ..ottt e ettt e e e te e e e et e e e e araee e e abaeeeessssaaeeenssaaeesssseaeennsaeeens 11
3.5 Server Startup and Power SUPPlY CONETOI NOEES........ccveevieeeeieieieciecteeee ettt 11
3.6 LAN ENVIFONMENE NOES .....oeeieeeieee ettt e ettt e e e etae e e e tae e e e eaaaeeesennsaeeesnsaeeeennsaaeens 12
3.7 Jumbo Frame SELtiNG NOES.......c.couerieieiietiieieet ettt sttt 16
3.8 LAN SWiItCh SEEEING NOEES ...coneeeiiiiieiieteeet ettt sttt ettt ettt sae e 16
3.9 VMWare MUItIPAtR PIUG-iN....ccuocuieuieeieieieeseeteeete ettt ettt besae s 16
3.10 Connection Notes for VMWAre ESX SEIVETS.......c..couievieeeereeieeeeeeeeete ettt eveeeae s v 16
31T ISCSINGME NOUES ...ttt e e ettt e e ettt e e e e tbe e e e eabaee e e asaeeeeesssaeeeessaaeesnsseaeeanssneens 16
3.72 Notes 0N DireCt CONNECLIONS. ... ..eiiuiieeiieecieeeeiee et et e e e e ete e e e teeeseaeesaaeeeraeeesseeesnseessseeenseeas 17
3.13 VMware vSphere Virtual Volumes (VWOL) NOEES ........ccovrveuerieeirieeiieiieieiereeereseereeese e s eseseens 17
3.14 Notes on Startup Failures for Windows” Virtual Machines using EFl............cccocevuerueruecuerrerenenn. 18
3.15 Notes Related to Virtual Machines That Use RDM........c..ccoueeeiieiiieeiieieeeeeeeeeee e 18
Chapter 4 Setting Up the ETERNUS AF/DX 20

A

FUJITSU Storage ETERNUS AF, ETERNUS DX Configuration Guide -Server Connection- (iSCSI) for VMware® ESX
Copyright 2022 FUJITSU LIMITED

P3AM-3412-39ENZ0



Table of Contents

Chapter 5 Setting Up the VMware ESX Server 21
5.1 When VMware vSphere Is Used (with iSCSI Software INItiator) ........cccccevevverieievenenieieeeeeeeene 21
5.1.1 When VMware vSphere 6.0 05 [3tr IS USEA..........ccueiriirieiriniiieieesesieeeeee sttt e st se e s b e ssessens 22
5.1.2 When VMware vSphere 5.5 05 €arlier IS USEd ........ccveveirieirieieieieeeiectee ettt senas 36
5.2 When VMware vSphere Is Used (with iSCSI Hardware INItiator) ........c.cccvveiriecerieenieenieeieeeeene 52
5.2.1 Setting the CNA Cards (for the ETERNUS AF/DX) .....ccveveueueririririereeeeisisseseieseessssesesesessssssesesesesssssesesesenssesesesesenes 52
5.2.2 CRECKING ENE LUNS ...ttt ettt ettt ettt et e e s et e s et et ese e e s et eseneesene s eseneeseneesenesenan 54
5.2.3 Setting CHAP AUERENEICATION «....ouvviniieiiieiiietete ettt ettt ettt bttt ettt b tenen 58
5.2.4 Setting Up SAN BOOE AULNENEICAEION ......cveuiieeiieieieieteteie ettt ettt ettt s s et ne s e s s esensesenesenan 58
5.2.5 (hanging the Multipath OPeration ........cc.cceueuerieueieieeee ettt ettt senes 59
Chapter 6 Virtual Machine 60
6.1 FOTWINAOWS” c.eoveereeernceiseceise et esssesessesess ettt sttt 60
6.1.1 Checking the Registry INFOTMELION ... ....c.cieiiieieiiecteie ettt ettt se et e e s eseeseseneens 60
6.1.2 Notes for Configuring Windows Server Failover CIUSEEMNG ......c.coveuerieueirieiieeeee e 61
6.1.3 NOEES WHEN USING RDM ....ccouiiiiiiiiiiiirieiriei ettt ettt ettt ettt ettt ettt sttt b et ettt e b e bt ae 61
0.2 FOT LIMUX 1ttt ettt ettt e st e bt e s ab e e bt e e st e e bt e eabe e st e sabeessbesseenaneens 65
6.2.1 Notes on Applying Virtual Maching UPates............coceueirieirieiininieiieerieetete ettt 65
Chapter 7 Dynamic Recognition of LUNs Added While VMware ESX is in Use 66

5

FUJITSU Storage ETERNUS AF, ETERNUS DX Configuration Guide -Server Connection- (iSCSI) for VMware® ESX
Copyright 2022 FUJITSU LIMITED
P3AM-3412-39ENZ0



Chapter 1

Workflow

1.1

For the ETERNUS AF/DX

This section describes how to connect the ETERNUS AF/DX storage systems to a server running VMware ESX.

The workflow is shown below.

Required Documents

"Server Support Matrix"

"Configuration Guide -Server Connection- Storage System Settings" that corresponds to the ETERNUS AF/DX
to be connected

"ETERNUS Web GUI User's Guide"
Manuals supplied with the server and LAN card

Workflow

Setting Up the ETERNUS AF/DX
Set the various parameters required to operate the ETERNUS AF/DX.
« "Chapter 4 Setting Up the ETERNUS AF/DX" (page 20)
« Checking the ETERNUS Web GUI operational procedures
- "ETERNUS Web GUI User's Guide"
- Setting up the ETERNUS AF/DX

- "Configuration Guide -Server Connection- Storage System Settings" that corresponds to the ETER-
NUS AF/DX to be connected

v

Setting Up the VMware ESX Server

Install the LAN card or the CNA card in the server and then set up the VMware ESX server to recognize
LUNS.

« "Chapter 5 Setting Up the VMware ESX Server" (page 21)

v
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Chapter 1 Workflow
1.1 For the ETERNUS AF/DX

Starting the Virtual Machine

Notes on Virtual Machine operation and related settings are given in this manual and other docu-
ments.

- "Chapter 6 Virtual Machine" (page 60)
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Chapter 2

Checking the Server Environment

2.1

2.2

2.3

2.4

Connection to servers is possible in the following environments.
Check the "Server Support Matrix" for server environment conditions.

Hardware

+ VMware ESX connection requires the use of LAN switches.

* Access the following documents or use the "Server Support Matrix" to determine which models are compat-
ible with which servers.

- Search the VMware Compatibility Guide
https://www.vmware.com/resources/compatibility/search.php

LAN Cards and CNA Cards

Refer to the "Server Support Matrix".

Connection Compatibility of ETERNUS AF/DX Storage Systems
to VMware ESX

Use the following URL to determine which ETERNUS AF/DX models may be connected to VMware ESX:
- Search the VMware Compatibility Guide
https://www.vmware.com/resources/compatibility/search.php

Virtual Machine

Virtual Machine is a virtual machine created on the VMware ESX server.
Details of how to install an OS on the VMware ESX Virtual Machine may be checked via the following URL:
https://partnerweb.vmware.com/GOSIG/home.html
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Chapter 3
Notes

Note the following issues when connecting the ETERNUS AF/DX to a server.

3.1 Connection Notes
[ B

To ensure reliable access to the ETERNUS AF/DX storage systems, the following methods are recommended:
+ VMware multipath plug-in

- Connection via multiple paths

+ Balancing of active paths

VMware ESX
VMware multipath plug-in
LAN/CNA LAN/CNA
card card

[T (able —| Example configuration

with optimized load
balancing of the LUNs

LAN switch LAN switch

| Cable \—"
T ]

CM#0 CA#O Port#0 CW#1 CA#O Port#0

Active path# LUNO

(to LUNO)

LUNT Jd| Active path#2
(to LUNT)

Setting up multiple access paths between the server and the ETERNUS AF/DX creates a multipath configu-
ration. A multipath configuration provides improved access redundancy.

For VMware multipath plug-in details, refer to "3.9 VMware Multipath Plug-in" (page 16).
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Chapter 3 Notes
3.1 Connection Notes

The recommended "Path Selection Policy" setting is as follows:
- For VMware vSphere
"RoundRobin (VMware)"

However, when Windows Server Failover Clustering is used in virtual machines and VMware vSphere 5.1
Update 2 or earlier is used, set to "Most Recently Used (MRU)". For more details, refer to the VMware
web-site for KB1010041.

3.1.1 For VMware vSphere

Dedicated IP addresses must be allocated to the iSCSI LAN. An IP address must be allocated to each VMkernel
that corresponds to an iSCSI Initiator, and the VMkernel must be connected to either a LAN card or a CNA card
via a virtual switch.

® For the ETERNUS AF/DX

For example, a total of four IP addresses are required by the following iSCSI connection setup.
Example connection configuration

VMware ESX server

IP address 1 for IP address 2 for
iSCSI port iSCSI port

LAN card LAN card
or or
CNA card CNA card
LAN switch LAN switch
IP address 3 for IP address 4 for
iSCSI port iSCSI port
ETERNUS AF/DX
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Chapter 3 Notes
3.2 VMware ESX Operating Notes

3.2

3.3

3.4

3.5

VMware ESX Operating Notes

« Refer to the following web-site for the number of LUNs that VMware ESX can recognize.
https://www.vmware.com/support/pubs/

When Windows” is used on the Virtual Machine, the registry will need to be modified after Windows® is
installed. For details, refer to "Chapter 6 Virtual Machine" (page 60).

The VMware ESX multipath function supports path failover, meaning that server access can continue unaf-
fected by any problems that might arise in the iSCSI cables or LAN switches. It should be noted that path
failover can fail to occur when multiple SCSI sense codes are repeatedly and simultaneously received.

ETERNUS Multipath Driver and GR Multipath Driver do not need to be installed on a VMware ESX Virtual
Machine. The multipath function of VMware ESX provides path redundancy.

ETERNUS AF/DX Setup Notes

« When connecting a VMware ESX server to the ETERNUS AF/DX, check that the firmware version is as speci-
fied in the "Server Support Matrix".

« When LUNs are shared among multiple physical servers (in a VMotion configuration, for example), an Af-
finity Group mapping should be used to ensure that each shared LUN is assigned the same LUN number
across every physical server.

+ When connecting to VMware ESX with multiple paths sharing a single LUN, a Reset Group setting is re-
quired for the ETERNUS AF/DX device.

+ Details of dynamic recognition of LUNs added while VMware ESX is running are given in the "Chapter
7 Dynamic Recognition of LUNs Added While VMware ESX is in Use" (page 66).

SAN Boot Notes

The ETERNUS AF/DX storage systems do not support SAN Boot when they are connected via iSCSI Software
Initiator.

Server Startup and Power Supply Control Notes
EHT——

Before turning the server on, check that the ETERNUS AF/DX storage systems and LAN switches are all
"Ready". Specifically, check that the Ready LED is lit for ETERNUS AF/DX storage systems. If the server is
turned on and they are not "Ready", the server will not be able to recognize the ETERNUS AF/DX storage sys-
tems.

Also, when the ETERNUS AF/DX power supply is being controlled by a connected server, make sure that the
ETERNUS AF/DX does not shut down before the connected servers. Similarly, the LAN switches must also be
turned off after the connected servers have been shut down. If turned off, data writes from the running server
cannot be saved to the ETERNUS AF/DX storage systems, and already saved data may also be affected.
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Chapter 3  Notes
3.6 LAN Environment Notes

3.6 LAN Environment Notes

[ - AP P
« Configure the iSCSI LAN as a dedicated LAN that is separate from the business LAN or the management
LAN by segmenting the IP address.
Example:
IP address of the LAN for iSCSI: 192.168.10.x/24
IP address of the business/management LAN: 192.168.70.y/24

The iSCSI LAN and the business/management LAN must be configured with different network addresses (up
to the value "192.168.10.") as shown in the above example.

Ifitis not a dedicated LAN, the following may occur.
- Processes may be delayed in the LANs due to traffic conflicts.
- In terms of security, SAN data may leak or the iSCSI port may hang due to DoS attacks.

« iSCSI LAN redundancy is achieved by the use of multipaths. The LAN must be configured as a dedicated LAN
for each path from a server to the ETERNUS AF/DX.

+ When using the Storage Cluster function in an iSCSI Software Initiator environment, set IP address of the
iSCSI initiator port of the server and the iSCSI target port of the ETERNUS AF/DX on different subnets.
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Chapter 3 Notes
3.6 LAN Environment Notes

Example of a LAN switch connection configuration

LAN switch
[Business LAN]
} Business LAN
LAN LAN LAN
Card#1 Card#1 Card#1

Similarly to FC-SAN,
a dedicated LAN is used for

Business server A Business server B Business server C

iSCSI, not the business LAN.
iSCSI iSCSI iSCSI iSCSI
port#2 port#2 port#3
' A
N o
[
5 & ¥ 4
L S L A i o
u LAN switch #1 LAN switches should not] ™ LAN switch #2 > iSCSI LAN
B [iSCSI LAN] be inter-connected (*2) | ™ [ISCSI LAN]
Yy Q gy L
J

Management LAN

Management
LAN port

LAN switch
[Management LAN]

ETERNUS AF/DX

A separate LAN segment is used for each
Server/Storage grouping (*3).

Here, LAN ports 1, 2 and 10 comprise VLAN1,
while LAN ports 3 and 11 comprise VLAN2.

The iSCSI LAN and management LAN
segments are kept separate in the iSCSI
LAN switches, helping maintain the
security of each.

*1: "iSCSI ports" indicate LAN cards and CNA cards.

*2: In this system configuration, multipaths provide redundant connections between the servers and stor-
age system. LAN switches #1 and #2 provide physical separation of the network paths.

*3:

A separate LAN segment is provided in the LAN switch (using the switch VLAN function) for each group-
ing of business servers and storage systems (equivalent to the FC zones).
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Chapter 3  Notes
3.6 LAN Environment Notes

Example of a network address configuration

The following example shows a configuration in which multiple servers are connected to multiple CAs.

-192.168.10.1/24
-192.168.20.1/24

B 102.168.10.10/24

|:|192.168.30.10/24

Server A Server B
LAN switch #1 LAN switch #2
(VLAN is (VLAN is
recommended) recommended)

T
[
PO P1 PO P1
CMO CM1
ETERNUS AF/DX

D 192.168.30.1/24

Bl 192.168.40.1/24

- 192.168.20.10/24

B 192.168.40.10124

The following example shows a configuration in which a single server is connected to multiple CAs.

-192.168.10.1/24

Server

LAN switch #1 LAN switch #2

B 192.168.10.10/24 /
[ 192.168.20.10/24 /
PO P1 PO P1
cMo CM1

ETERNUS AF/DX

- 192.168.20.1/24

- 192.168.10.11/24

I 192.168.20.11/24
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Chapter 3 Notes
3.6 LAN Environment Notes

The following example shows a configuration in which the Storage Cluster function is used in an iSCSI Soft-
ware Initiator environment.

Server

LAN switch #1

LAN switch #2

o
=]
X

CM1

ETERNUS AF/DX (Primary)

ETERNUS AF/DX (Secondary)

[l 192.168.10.1/24

B 192.168.20.1124

The Primary IP and Secondary IP are the same
[l 192.168.10.10/24 (Primary/Secondary)

. 192.168.20.10/24 (Primary/Secondary)

The Primary IP and Secondary IP are different
. 192.168.10.10/24 (Primary), 192.168.10.11/24 (Secondary)

Bl 192.168.20.10/24 (Primary), 192.168.20.11/24 (Secondary)
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Chapter 3 Notes
3.7 Jumbo Frame Setting Notes

3.7

3.8

3.9

3.10

3.11

Jumbo Frame Setting Notes

+ To enable Jumbo Frame, all the connected devices must support Jumbo Frame. Set the appropriate values
for various parameters (such as the MTU size) on each connected device.

« For details about how to set Jumbo Frame for a LAN card and LAN switch, refer to the VMware ESX manuals
and each device's manuals. Rebooting the server may be required to apply the new settings.

« The MTU size that is supported by the ETERNUS AF/DX is 9,000 bytes.

LAN Switch Setting Notes

When using a LAN switch that supports the flow control function, disable the flow control function according
to the following notes:

« For access paths that use iSCSI, disable the flow control function on the sending and receiving ends of the
port.

« When a cascade connection is used to connect to LAN switches, disable the function for the LAN switch that
is directly connected to the ETERNUS AF/DX.

For details on how to set the flow control function of the LAN switch, refer to the LAN switch manual.

VMware Multipath Plug-in

For improved system reliability, installing the VMware multipath plug-in for the ETERNUS AF/DX is recom-
mended. The VMware multipath plug-in for the ETERNUS AF/DX can prevent access from being stopped when
a path fails by optimizing the VMware multipath's path fail-over function for the ETERNUS AF/DX. For setting
details, refer to "5.1.2.7 Plug-in Settings" (page 50).

For details on how to obtain VMware Multi-Pathing plug-in for ETERNUS, contact your sales representative.

Connection Notes for VMware ESX Servers

When file copy and other operations are performed for a disk device that is connected with iSCSI, a problem
may occur in the read or write performance of the VMware ESX server.

This problem can be prevented by disabling the Delayed ACK. For more details, refer to the VMware web-site
for KB2080851.

iISCSI Name Notes

When changing the iSCSI Name of the iSCSI initiator, do not use an iSCSI Name that is used by another host.
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Chapter 3 Notes
3.12  Notes on Direct Connections

3.12

3.13

Notes on Direct Connections
[ B

Refer to "Configuration Guide -Server Connection-" that corresponds to the guest OS when connecting the
guest OS directly to the storage system via a vNIC.

VMware vSphere Virtual Volumes (VWOL) Notes

In a WOL environment, RHEL 6.4 may become unable to mount its swap space.

As a result, the swap space mounting process during the virtual machine startup becomes stagnated and
prevents RHEL 6.4 from booting.

® Event Cause

This problem always occurs when all of the following conditions are met.

« The ETERNUS DX S4/S3 series or the ETERNUS AF series is used with firmware version V10L70 or later and
earlier than V10L80

The connected server is running VMware vSphere 6.5 and is configured with a VWOL environment

The virtual machine hardware version is 13
The OS of the virtual machine is RHEL 6.4
The swap space is created in a physical volume (*1) using the RHEL6.4 side settings

Example:
/dev/sdal - /boot
/dev/sda2 - /swap

*1: The swap space is created in the LVM volume during a default installation, so this problem does not
occur.

® (Coping Method

- If a different firmware version can be applied to the ETERNUS DX S4/S3 series or the ETERNUS AF series
Apply firmware version V10L80 or later.

If a different firmware version cannot be applied to the ETERNUS DX S4/S3 series or the ETERNUS AF series

The system administrator must perform one of the following operations and then restart the virtual ma-
chine.

- Change the virtual machine hardware version to a version other than 13
- Update RHEL 6.4
- Create a swap space in the LVM logical volume

Change the virtual machine environment from a VWOL environment to a VMFS environment
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Chapter 3 Notes
3.14  Notes on Startup Failures for Windows® Virtual Machines using EFI

3.14  Notes on Startup Failures for Windows" Virtual Machines us-

3.15

ing EFI
[ B
If a SCSI command that exceeds the maximum I/0 size set in the ETERNUS AF/DX is sent from the VMware EFI

firmware, Windows® virtual machines fail to start up.

This is because the value of the maximum 1/0 size set in the VMware EFI firmware differ from the ETERNUS
AF/DX.

To avoid this problem, change the value of Disk.DiskMaxIOSize to 7992.
For more details, refer to the VMware web-site for KB2146167.

Notes Related to Virtual Machines That Use RDM

For specific virtual machines that use Raw Device Mapping (RDM), instead of using SCSI INQUIRY data cached
by ESXi, SCSI INQUIRY information must be acquired from the LUN.

® Problem

Specific guest OSs or applications running in a virtual machine that uses RDM may behave unexpectedly.

® (ause

This behavior may be caused by cached SCSI INQUIRY data that interferes with specific quest 0Ss and applica-
tions.

When ESXi initially connects to the target storage system, the SCSI INQUIRY command is issued to acquire the
basic identification data from the storage system. By default, even after ESXi caches the received SCSI INQUI-
RY data (standard, page 80, and page 83), the data does not change. Responses to subsequent SCSI INQUIRY
commands are returned from the cache.

However, for specific guest 0Ss running on virtual machines that use RDM, instead of using SCSI INQUIRY da-
ta cached by ESXi, the LUN must be queried. In this case, the virtual machine can be configured to ignore the
SCSI INQUIRY cache.

® Example Configuration Method

Virtual machines can be set to ignore the SCSI INQUIRY cache with the following method.

# esxcli storage core device inquirycache set --device device id --ignore true

« Because it is configured at the host level, there is no hardware version limit for the virtual machines.
« The virtual machines do not need to be rebooted.

® How to Revert the Setting

The setting can be reverted with the following method.

# esxcli storage core device inquirycache set --device device id --ignore false
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Chapter 3 Notes
3.15 Notes Related to Virtual Machines That Use RDM

An example of when the setting must be changed is shown below. The setting can be changed without prob-
lems even if it is not applicable.

+ When performing a change of the connection CA port
« When performing a RAID migration
For details, refer to the following document.

https://docs.vmware.com/en/VMware-vSphere/7.0/com.vmware.vsphere.storage.doc/
GUID-2852DA1C-507B-4B85-B211-B5CD3C8DC6F2.html
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https://docs.vmware.com/en/VMware-vSphere/7.0/com.vmware.vsphere.storage.doc/GUID-2852DA1C-507B-4B85-B211-B5CD3C8DC6F2.html

Chapter 4
Setting Up the ETERNUS AF/DX

Set up the ETERNUS AF/DX storage systems using ETERNUS Web GUI.

ETERNUS AF/DX setup can be performed independently of server setup. For details on how to perform these
settings, refer to the following manuals.

« "Configuration Guide -Server Connection- Storage System Settings" that corresponds to the ETERNUS AF/DX
to be connected

« "ETERNUS Web GUI User's Guide"
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Chapter 5
Setting Up the VMware ESX Server

This chapter describes settings related to the server iSCSI interface.

The screenshots used in this chapter are of vSphere Web Client or vSphere Client. The layouts and menu
items differ depending on the version of ESXi and the client that is being used.

5.1 When VMware vSphere Is Used (with iSCSI Software Initiator)

Set up the VMware ESX server using the vSphere Web Client or the vSphere Client. The procedures described
here are based on the following multipath configuration.

® For the ETERNUS AF/DX

For example, a total of four IP addresses are required by the following iSCSI connection setup.
Example connection configuration

VMware ESX server

VMkernel VMkernel
(iISCSI Software Initiator) (iISCSI Software Initiator)

IP address 1 IP address 2
LAN card LAN card
LAN switch LAN switch
IP ad dress 3 for IP address 4 for
iSCSI port iSCSI port
ETERNUS AF/DX
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Chapter 5 Setting Up the VMware ESX Server
5.1 When VMware vSphere Is Used (with iSCSI Software Initiator)

5.1.1 When VMware vSphere 6.0 or later Is Used

5.1.1.1  Turning on the Devices

To turn on the connected devices, use the following procedure:

Procedure

1 Turn on the LAN switch power.

2 (heck that the LAN switch's Ready (or equivalent) LED is lit.
3 Turn on the ETERNUS AF/DX.

4 Check that the ETERNUS AF/DX is "Ready".

5  Turn on the server.

End of procedure

5.1.1.2  Checking the LAN (ards

Procedure

1 Login to the vSphere Web Client and select in order, [Hosts and Clusters] > target host.

2 Selectin order, the [Manage] tab > [Networking] > [Physical adapters].
"vmnic4" and "vmnic5" in the following example.

Getiing Started  Summary  Monitor | Manage | Related Objects

|. Seftings | Metworking | Storage | Alarm Definitions | Tags | Permissions |

44 Physical adapters
Virtual switches E Eé _ﬁjv Q Filter -
e Device Actusl Speed Configured Speed Switch “
Intel Corporation 1350 Gigabit Network Connection
TCPIP configuration ymnic4 1000 Mb Auto negotiate -
Advanced vmnics 1000 Mb Auto negatiate =
Intel Corporation 82575EB Gigabit Network Connection
vmnicO 1000 Mb Auto negotiate vSwitchO
vmnici Down Auto negotiate - -
4 H L3

End of procedure
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Chapter 5 Setting Up the VMware ESX Server
5.1 When VMware vSphere Is Used (with iSCSI Software Initiator)

5.1.1.3  Creating the Virtual Switches

Add two virtual switches (vSwitch) for iSCSI to VMware ESX. Add a "VMkernel" and a "vmnic" for each vSwitch.
Perform the following procedure to each vmnic that configures iSCSI SAN.

5.1.1.3.1  When Using vSphere Standard Switches

Procedure

1T Log in to the vSphere Web Client and select in order, [Hosts and Clusters] > target host.
2 Selectin order, the [Manage] tab > [Networking] > [Virtual switches].

3 Select [Add host networking] in the right pane.

If the [Add Networking] pop-up window is displayed, add the network by following the instructions that
are displayed.

Gefting Stated Summary Monitor | Manage | Related Objects
Settings | Networking | Storage | Alarm Definitions | Tags | Permissions

Virtual switches

ECEINE 5)e == x o

VMkernel adapters o
% Add host networking
it vSwitcho

Physical adapters
(1) Select [VMkernel Network Adapter] and click the [Next] button.
(2) Select [New Standard switch] and click the [Next] button.

(3) Select the target NIC from [Active adapters] in [Add adapters] in the right pane and click the
[Next] button.

(4) Configure the port as required and click the [Next] button.
(5) Setthe IP address and subnet mask of [VMkernel], and click the [Next] button.
(6) Confirm the settings and click the [Finish] button.

4 Repeat Step 3 to add Virtual Switch vSwitch2.
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Chapter 5 Setting Up the VMware ESX Server
5.1  When VMware vSphere Is Used (with iSCSI Software Initiator)

5  Confirm that a Virtual Switch and a VMkernel are set for each vmnic.

Getting Started  Summary  Monitor | Manage ‘ Related Objects

[Seﬁinqs | Networking | Storage ‘ Alarm Definitions | Tags | Permissions ]

Virtual switches

“
a@ims /X0

VMkernel adapters ) )
Switch Discovered Issues

Physical adapters @ WSwitchi -
TCPIIP configuration E- vSwitch1 _
Advanced

Standard switch: vSwitch1 (VMkernel)

s K e
2 VMkernel (i ] ¥ Physical Adapters
VLAN ID: — [ [ vmnicd 1000 Full e |
¥ YMkernel Ports (1) h <
vmk1 : 192.168.10.29 (i ]

End of procedure

5.1.1.3.2  When Using vSphere Distributed Switches

Procedure

1 Create a vSphere Distributed Switch.
(1) Log in to the vSphere Web Client and select in order, [Home] > [Networking].

(2) Right-click [Datacenter] in the left pane and select in order, [Distributed Switch] > [New Distrib-
uted Switch].
When a configuration pop-up window is displayed, set a vSphere Distributed Switch by following
the displayed instructions.

vmware* vSphere Web Client  #=

Navigator X | G Networking
4 Home oy

U 8a|
- [ ve-server-a2.fujitsu.com

g Datacenter
€ VM Networl Actions - Datacenter

T 2odHost
% New Cluster..

MNew Folder 3

MNew Virtual Machine » | B Import Distributed Switch..
&8 New vApp from Library.. | 4

#@ Deploy OVF Template

(i)  EnteravDS name and click the [Next] button.

(ii) Select an appropriate vSphere Distributed Switch version for each host version and click the
[Next] button.

(iii) Set the number of physical ports and the port group names that are used, and click the
[Next] button.

(iv) Confirm the settings and click the [Finish] button.
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Chapter 5 Setting Up the VMware ESX Server
5.1  When VMware vSphere Is Used (with iSCSI Software Initiator)

(3) Confirm that [DSwitch] has been created under [Datacenter].

vmware* vSphere Web Client A=

Navigator X | @ DSwitch | Actio

{ Home 0 J Getting Started |_S
9 8 a )

- [Jve-server-e2 fujitsu.com What is a Distribu

+ [lg Datacenter Adistributed switc

QVM Network switch across all

allows virtual mac

- & DSwitch > consistent networ

%DpnnGmup migrate across he

& DSwitch-DVUplinks-55 Distributed virtual

consists of three |
nlace atthe datac:

(4) 1Fmultiple vSphere Distributed Switches are required, repeat Step (2).

Set a VMkernel in vSphere Distributed Switch for each host.

(1) Log in to the vSphere Web Client and select in order, [Home] > [Networking].

(2) Move to [Datacenter] and click [DSwitch].
(3) Selectin order, the [Manage] tab > [Settings] > [Topology].

(4) Click [Add hosts to this distributed switch..].

Getting Started  Summary  Monitor | Manage ‘ Related Objects

[Seﬂings | Alarm Definitions | Tags | Permissions ‘ MNetwork Protecol Profiles | Ports | Resource Allocation l

“ %@ [i] | (ovenview)

Properties

Add hosts to this distributed switch and _
2 DPort migrate physical or virtual network itch-DVUplinks-62

Iplink 1 (0 NIC Adapters)

-8 @ e

LACP VLAN | adapters.

o - S
Private VLAN | Virtual Machines (0) | |
NetFlow

Port mirroring

Health check

(i)  Select [Add host and manage host networking(advanced)] and click the [Next] button.

(i) Click [New hosts..], select the host to use the DSwitch, and click the [OK] button.

(iii) Click the [Next] button.

(iv) Select [Manage physical adapters] and [Manage VMkernel adapters], and then click the

[Next] button.
1 Select the target vmnic and click [Assign uplink].

[Z: Add and Manage Hosts.

+ 1 Selecttask Manage physical network adapters

Add or remove physical network adapters to this distributed switch
+ 2 Selecthosts

Select network adapter
7 25k T Assign uplink @ View setings
A HostPhysical Network Adspters 14 In Use by Switch Uplin:
adaplers

& Manage VNkernel network ~ @ 1021867730

: Onthis switch

~ Onother switches/unciaimed
vmnico vSwitch0
vmnict -
vmnic2 -
vmnica -
vmnic4 -
vmnics -

Uplink Fort Group
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Chapter 5 Setting Up the VMware ESX Server

5.1

When VMware vSphere Is Used (with iSCSI Software Initiator)

Click [OK] in the pop-up window.

Confirm that the selected vmnic has been set for [Uplink Port Group] and click the
[Next] button.

[[7> Add and Manage Hosts »

+ 1 Selecttask Manage physical network adapters
Add or remove physical network adapters to this distributed switch
+ 2 Select hosts

Select network adapter
Y 3 ks ¥ Assign uplink A Resetchanges @) View setings

4 Manage physical network HostiPhysical Network Adapters 1a In Use by Switch Uplink Uplink Port Group

adapters
Ikernel network -G roz1sa 7730

~ Onithis switch

e impact [ vmnicS (Assigned) — Uplink 1 DSwitch-DVUplinks-62

= On other switchesiunclaimed

vmnico VSwitchD

vmnic1 -
vmnic2

iREua
I i I I I

vmnic3 -

vmnicd

Select [On this switch] and click [New adapter].

[[Z Add and Manage Hosts e

+ 1 Selecttask Manage VMkernel network adapters
Manage and assign Wkernel network adapters to the distributed switch
+/ 2 Select hosts

w5 Select network adapter
tasks New adapter

V4 Janale PISSICAINSMON e et

5 Manage VMkernel network - g 192.168.77.30
i On this switch
Bl ehzal e ~ On other switches

Ready

1.4 In Use by Switch Source Port Group Destin:

mplete [ vmko vswitcho Management Network Do not migrate

Perform the settings in the VMkernel configuration pop-up window.

(1) Select the DPortGroup that was created with [Browser] by selecting [Select an ex-
isting network].

(2) Configure the port as required and click the [Next] button.
(3) Setthe IP address and click the [Next] button.
Confirm that "DSwitch" and "DPortGroup" have been set for vmk1 in [On this switch],

and then click the [Next] button.

[z Add and Manage Hosts B

+ 1 Selecttask Manage VMkernel network adapters

Manage and assign Vikemel network adapters to the distributed switch
2 Select hosts

v
v 3 Selectnetwork adapter
v

tasks &, Assign port group / Editadapter 3¢ Remove ) Resetchanges (@ View setiings
4 Manage physical network astVIkerT ok A B ource Port Grai ion Port Groi

e HastVhiernl Netwerk Adaters 14 In Use by Switch Sourss Port Graup Dastination Per Greup
5 Manage VMkernel network ~§ 192.168.77.30

e ~ Onthis switch
(L e [ MK (new) DSwitch = DPorGroup

Ready to complete ~ On other switches

i vmKo vswiteno Management Network Do not migrate

(v) Confirm that "No impact" is displayed for [Overall impact status] and click the [Next] button.

(vi) Confirm the settings and click the [Finish] button.

26

FUJITSU Storage ETERNUS AF, ETERNUS DX Configuration Guide -Server Connection- (iSCSI) for VMware® ESX

Copyright 2022 FUJITSU LIMITED
P3AM-3412-39ENZ0



Chapter 5 Setting Up the VMware ESX Server
5.1 When VMware vSphere Is Used (with iSCSI Software Initiator)

(5) Confirm that the VMkernel port has been created by clicking the [Manage] tab > [Networking] >

[Virtual switches] from the vSphere Web Client.

Getting Started  Summary  Monitor | Manage ‘ Related Objects

[Seﬁings | Networking | Sterage ‘ Alarm Definitions | Tags | Pemissions ]

Virtual switches

"
B om0

VMkernel adapters

Switch Discoveared Issues
Physical adapters DSwitch _
TCPIIP configuration ﬁ' VSwitcho -

Advanced

Distributed switch: DSwitch (no item selected)

Assigned port groups filter applied, showing: % n

¥ DSwitch-DVUplinks-62 ]
» B& Uplink 1 (1 NIC Adapter)

<2, DPortGroup

WLAM ID: —
¥ VMkernel Ports (1)
vmk1:192.168.20.30

Virtual Machines (0}

End of procedure
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Chapter 5 Setting Up the VMware ESX Server
5.1 When VMware vSphere Is Used (with iSCSI Software Initiator)

5.1.1.4  Setting the Software Initiator

Enable Software Initiator in VMware ESX.

Procedure

1 Login to the vSphere Web Client and select in order, [Hosts and Clusters] > target host.
2 Selectin order, the [Manage] tab > [Storage] > [Storage Adapters].

3 Select the [iSCSI Software Adapter] item.

4 Check the iSCSI Name that is displayed in [Adapter Details].

5  Select the [Targets] tab in [Adapter Details].

6  Click [Add] in [Dynamic Discovery].

7 Enter the IP address for the iSCSI port of the connected ETERNUS AF/DX in the [iSCSI Server] column,
confirm that the port is set to "3260" (default), and click the [OK] button.

8  Confirm that the IP address for the iSCSI port of the ETERNUS AF/DX is displayed as follows.

Getting Started  Summary  Monitor | Manage | Related Objects
Seftings | Networking | Storage | Alarm Definitions | Tags | Permissions

A Storage Adapters

asim o a -
Storage Devices = = = ~ - = 5
Adapter ype Status dentifier
Host Cache Configuration [ vmhba2 ses) Unkn
Protocol Endpoints iSCSI Software Adapter
3 vmhba34 Iscsi1 Online  ign.1998-01.com.vmware:rx300s6-10-69ea3022 *

Adapter Details

Properties Devices Paths | Targets | Metwork PoriBinding Advanced Options

Dynamic Discovery | Static Discovery
Add...

ISCSI server

192.168.10.129:3260

192.168.20.130:3260

9  Ifthe connected ETERNUS AF/DX uses multiple iSCSI ports, repeat the IP address addition process for
each iSCSI port. (Repeat Step 6 through Step 8.)

End of procedure
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Chapter 5 Setting Up the VMware ESX Server
5.1  When VMware vSphere Is Used (with iSCSI Software Initiator)

5.1.1.5  Checking the LUNs

The following procedure describes how to check LUN recognition using the vSphere Web Client.
Log in to VMware ESX from the vSphere Web Client, and then check whether the ETERNUS AF/DX LUNs are

recognized.
The procedure is as follows:

Procedure

1 Login to the vSphere Web Client and select in order, [Hosts and Clusters] > target host.

2 Selectin order, [Manage] > [Storage] > [Storage Adapters].

3 Select [Rescan...].

ONote

After selecting [Rescan...], the VMware ESX should attempt to recognize the ETERNUS AF/DX storage

systems' LUNs again.

4 Select the iSCSI Software Adapter (vmhba34 in this example) from the [Storage Adapters] area.
In the [Devices] tab in the [Adapter Details] area, the recognized devices are shown as follows.

Getting Started  Summary  Monitor | Manage | Related Objects

|. Settings | Networking | Storage | Alarm Definitions | Tags | Permissions |

et Storage Adapters
Storage Adapters B .Q_ _ﬁjv (Q Fiter 2
Storage Devices . .
Adapter Type Status Identifier
Host Cache Configuration T a0g| Unkn
HIGICOUEIIpom iSCSI Software Adapter =
vmhba34 iSCSl Online  ign.1998-01.comyvmware n300s6-10-69e33022 ="

Adapter Details

Properties Devices|F'aths Targets Metwork Port Binding  Advanced Options

B el @ © F E R (@ Filter -
Name Type Capacity Ope
FUJITSU ISCSI Disk (naa.5000b5d000630000006a0b...  disk 100.00GE  Aftz
FUJITSU iSCSI Disk (naa.600005d0006a0000006a06...  disk 200.00 GB | Aftz
FUJITSU iSCS Disk (naa.600005d0006a0000006a06...  disk 5.00GE  Aftz
FUJITSU iSCS Disk (naa.6000b5d0006a0000006a0b...  disk 500GE  Altz

29

FUJITSU Storage ETERNUS AF, ETERNUS DX Configuration Guide -Server Connection- (iSCSI) for VMware® ESX
Copyright 2022 FUJITSU LIMITED

P3AM-3412-39ENZ0



Chapter 5 Setting Up the VMware ESX Server
5.1  When VMware vSphere Is Used (with iSCSI Software Initiator)

5  Check [Path Selection Policy] for all the LUNs in the ETERNUS AF/DX.
When the VMware ESX server recognizes the LUNSs, the active path for each LUN is automatically set.

Even though [Path Selection Policy] is set to [Most Recently Used (VMware)], changing the [Path Selec-
tion Policy] for all the LUNs to [Round Robin (VMware)] is recommended.

Getting Started  Summary  Monitor | Manage | Related Objects

[ Settings | Networking | Storage | Alarm Definitions | Tags | Permissions l

4 Storage Devices
Storage Adapters

B L B e @ ©
Storage Devices =
ame

LT EEE B E IR Local LS! Disk (naa.6003...

Protocol Endpoints Local TEAC CD-ROM (m...
FUJITSU iSCSI Disk (naa...
FUJITSU iSCSI Disk (naa...

FUJITSU i3CSI Disk (naa...

Device Details

J Properties | Paths

v Logical Partitions 0

i) - -3 By~ (@ Filter -
Type Capac.. Operation... Hardware Acc.. Drive T...  Transport
disk  136... Aftached Motsuppo.. HDD Farallel... *
cdr... Aftached  Motsuppo.. HDD Block A...
disk  5.00.. Aftached Supported HOD iSCsl
disk = 200.. Attached Suppored HDD iSCSl
disk  5.00.. Aftached Supported HOD iSCsl

Multipathing Policies

€Z27)_Path Selection Policy

Round Robin (Viiware) >

Storage Array Type Policy VMW_SATP_ALUA

ONote

The vSphere command line can also be used to change the [Path Selection Policy] settings. For more
details, refer to the VMware web-site for KB2000552. If a modification method for the relevant ver-
sion is not described, modify the setting with the ESXi 5.x method.
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Chapter 5 Setting Up the VMware ESX Server
5.1  When VMware vSphere Is Used (with iSCSI Software Initiator)

6  Fora multipath configuration, confirm that the paths of all the LUNs in the ETERNUS AF/DX are config-

ured with multipath.

When paths for a LUN are configured with multipath, multiple Runtime Names and Targets are dis-

played in [Paths].

Getting Started  Summary  Monitor ‘ Manage | Related Objects

[ Settings | Networking | Storage | Alarm Definiions | Tags | Permissions l

" Storage Devices
Storage Adapters _ p r N
REIElNBE=seomdm® M [(aftkr -
Storage Devices . X .
Mame Type Capac.. Operatio.. Hardware Ac.. Drive T... Transport
Hs o Bz B FUJITSU iSCSI Disk (n..  disk 100, Atiached Supported HDD  iSCSI
Protocol Endpoints —
Device Details
Properties | Paths |
Enable Disable
Runtime Name Status Device Target
vmhba34:COT1L0 @ Active (II0) FUJITSU iSCSI Disk (naa.6000 ign.2000-0
vmhba34:COTOLD @ Active (10} FUJITSU iSCSI Disk (naa.6000...  ign.2000-0

End of procedure
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Chapter 5 Setting Up the VMware ESX Server
5.1  When VMware vSphere Is Used (with iSCSI Software Initiator)

5.1.1.6

Setting CHAP Authentication

Log in to VMware ESX from the vSphere Web Client, check whether the ETERNUS AF/DX LUNs have been rec-
ognized, and then enable the CHAP authentication.

The procedure is as follows:

Procedure

1 Log in to the vSphere Web Client and select in order, [Hosts and Clusters] > target host.
2 Selectin order, [Manage] > [Storage] > [Storage Adapters].

3 Select the target iSCSI Software Adapter.

4 (lick [Edit] in [Authentication] that is displayed in the lowest part of the [Properties] tab in the [Adapt-
er Details] area.

Getting Started  Summary  Monitor | Manage | Related Objects

[Settings | Networking | Storage | Alarm Definitions | Tags | Permissions

LT Storage Adapters

Storage Adapters .
& &

g|a - (@ Filter -
Storage Devices i .
Adapter Type Status Identifier
vmhba2 scsl Unkn...
iSCSI Software Adapter

Host Cache Configuration

Protocol Endpoints

& vmhba34 iSCSI1 Online  ign.1998-01.comvmware:rc30056-10-69ea3022 ~

Adapter Details

JProperties Devices Paths Targets Metwork PortBinding Advanced Options

T T sanpe

iSCSI Name ign.1998-01.com.vmware:n30056-10-69ea3022
iSCSI Alias

Target Discovery Send Targets, Static Targets

Authentication

Method Mone
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Chapter 5 Setting Up the VMware ESX Server
5.1  When VMware vSphere Is Used (with iSCSI Software Initiator)

5  Set CHAP.
« When setting Unidirectional CHAP

Select [Use unidirectional CHAP] for [Authentication Method:] and set an Outgoing CHAP name and

an Outgoing CHAP secret.

vmhba34 - Edit Authentication

The initiator uses these settings for authentication for all targets unless otherwise overriden by the
specific target settings. Make sure that these parameters match on the storage side.

Authentication Method: | Use unidirectional CHAP

-]

Outgoing CHAP Credentials (target authenticates the initiator)

Name: []Use initiator name

|te st

Secret: Iaauaaauauaa

Incoming CHAP Credentials (initiator authenticates the target)

* When setting Bidirectional CHAP

Select [Use bidirectional CHAP] for [Authentication Method] and set names and secrets for Outgoing

CHAP and for Incoming CHAP.

vmhba34 - Edit Authentication

The initiator uses these settings for authentication for all targets unless otherwise overriden by the
specific target settings. Make sure that these parameters match on the storage side.

Authentication Method: | Use bidirectional CHAP

R

Outgoing CHAP Credentials (target authenticates the initiator)

Name: [ Use initiator name

|te st

RS ——

Secret:

Incoming CHAP Credentials (initiator authenticates the target)

Name: []Use initiator name

|te st

Secret Iaaxaaaauauaaa

5.1.1.7  Plug-in Settings

End of procedure

Set up VMware Multi-Pathing plug-in for ETERNUS by following "Software Information", which is a manual
that is provided with the VMware Multi-Pathing plug-in for ETERNUS.
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Chapter 5 Setting Up the VMware ESX Server
5.1 When VMware vSphere Is Used (with iSCSI Software Initiator)

5.1.1.8

5.1.1.9

Changing the Multipath Operation

IF"VMware Multi-Pathing plug-in for ETERNUS" is not used, change the multipath operation as shown below.
For more details, refer to the VMware web-site for KB2106770.

Procedure

Check the device name of all the LUNs in the ETERNUS AF/DX that is connected with VMware ESXi.
Check "FUJITSU iSCSI Disk (naa.xxx)" in the following example.

# esxcli storage nmp device list | grep -E 'Device Display Name:'
Device Display Name: Local LSI Disk (naa.60030057013345401a6af1560de849bc)
Device Display Name: FUJITSU iSCSI Disk (naa.6000b5d0006a0000006a0b9£01490000)
Device Display Name: FUJITSU iSCSI Disk (naa.6000b5d0006a0000006a0b9£014a0000)
Device Display Name: Local MATSHITA CD-ROM (mpx.vmhba32:C0:T0:L0)

ONote

When VMware vSphere Virtual Volumes (VWOL) is used, the Protocol Endpoints are displayed without
displaying the Virtual Volumes. In Step 2, set the parameters for the Protocol Endpoints.

Change the multipath operation.
Use the following command to set parameters for all LUNs in the ETERNUS AF/DX.

# esxcli storage nmp satp generic deviceconfig set -c enable action OnRetryErrors -d naa.600005d0006a0000006a0b9f
01490000
# esxcli storage nmp satp generic deviceconfig set -c enable _action OnRetryErrors -d naa.600005d0006a0000006a0b9f
014a0000

Confirm the settings.

Confirm that "action_OnRetryErrors=on" is included in "Storage Array Type Device Config" for the LUNs in
the ETERNUS AF/DX.

# esxcli storage nmp device list | grep -E '(Device Display Name:|Storage Array Type Device Config:)'

Device Display Name: Local LSI Disk (naa.60030057013345401a6af1560de849bc)

Storage Array Type Device Config: SATP VMW_SATP_ LOCAL does not support device configuration.

Device Display Name: FUJITSU iSCSI Disk (naa.6000b5d0006a0000006a0b9£01490000

Storage Array Type Device Config: {implicit_support=on; explicit_ support=off; explicit_allow=on; alua_followov
er=on; action OnRetryErrors=on; {TPG_1id=32897,TPG_state=AO}{TPG_id=32896, TPG_state=A0}{TPG_1id=32913, TPG_state=ANO
}{TPG_1id=32912, TPG_state=ANO}}

Device Display Name: FUJITSU iSCSI Disk (naa.6000b5d0006a0000006a0b9£014a0000

Storage Array Type Device Config: {implicit_support=on; explicit_ support=off; explicit_allow=on; alua_followov
er=on; action OnRetryErrors=on; {TPG_1id=32897,TPG_state=AO}{TPG_id=32896, TPG_state=A0}{TPG_1id=32913, TPG_state=ANO
}{TPG_1id=32912, TPG_state=ANO}}

Device Display Name: Local MATSHITA CD-ROM (mpx.vmhba32:C0:T0:LO

Storage Array Type Device Config: SATP VMW_SATP_ LOCAL does not support device configuration.

End of procedure

Changing the iSCSI QueueDepth Value

Execute the "esxcli" command to change the QueueDepth value.
Set the QueueDepth value according to the queue depth.
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Procedure

1 Execute the following command to change the QueueDepth value.

# esxcli system module parameters set -m iscsi vmk -p iscsivmk LunQDepth=<(1)>

Enter the following value in (1).

Setting value
Software iSCSI Queue Depth param-

eter When the VWOL function is used !:or conditions that are not described
in the left column
iscsivmk_LunQDepth 8 Arbitrary (*1)

*1: Recommended value = (maximum number of simultaneous command processes per CA port) +
(number of servers connected to a single CA port) + (number of LUNs)

(Round the result down to the nearest whole number)
+ The maximum number of simultaneous command processes per CA port is as follows:

The value is used by multiple servers that share the CA port. The commands are processed until
the limit is reached.

Model Maximum number of simultaneous command pro-
cesses

ETERNUS AF S3 series, ETERNUS DX S5 series, ETERNUS | 2048
DX8900 S4

Models other than the above 1024

« Use the value of "8" if the actual result is lower. Use the maximum value if the actual result ex-
ceeds the maximum value of the OS or the iSCSI QueueDepth.

+ To achieve maximum system performance, this value can be changed according to the server
load and the peak operating times.

The following example sets the Maximum Outstanding Disk Requests for virtual machines to 46.

# esxcli system module parameters set -m iscsi vmk -p iscsivmk LunQDepth=46

2 Reboot VMware ESXi.

# reboot

3 After rebooting VMware ESXi, check the setting values.

# esxcli system module parameters list -m iscsi vmk | grep iscsivmk LunQDepth
iscsivmk LunQDepth int 46 Maximum Outstanding Commands Per LUN
#

End of procedure
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5.1.1.10  Setting The Maximum Number of Outstanding Disk Requests for Virtual Disks

IF multiple virtual disks share a LUN, consider setting "No of outstanding 10s with competing worlds".
For more details, refer to the VMware web-site for KB1268.

5.1.2  When VMware vSphere 5.5 or earlier Is Used

5.1.2.1  Turning on the Devices

To turn on the connected devices, use the following procedure:

Procedure

1 Turn on the LAN switch power.

2 Check that the LAN switch's Ready (or equivalent) LED is lit.
3 Turn on the ETERNUS AF/DX.

4 Check that the Ready LED is lit on the ETERNUS AF/DX.

5  Turn on the server.

End of procedure

5.1.2.2  (Checking the LAN Cards

Procedure

1 Login to VMware ESX from the vSphere Client and select the [Configuration] tab.

2 (lick [Network Adapters] in the [Hardware] list.
"vmnic0" and "vmnic1" in the following example.

Gething Started | Summary - Wietual Machines - | Resourcs Allocation | Performance. R el Lsers & Groups

El

e i Metwork Adapters
2 | [ pevice |'speed | Configured Suitch | Mac addre

Haskh Stetue 8257166 Gigabit Ethernet Controller
bt B vmnicl 1000 Full 1000 Ful None 00:15:17:€
PMemory BB vmnicO 1000 Full 1000 Full Nione 00:15:176
Storage 8257560 Gigabit Network Connection
Netwarking B vmnic3 dovm 0 Hal None 00:19:93:4
Shorage Adapters B vmnicz 100 Full 100 Full wSwitchi 00:19:959:4

+ Network Adapters
Advanced Settings

End of procedure
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5.1.2.3

5.1.2.3.1

Creating the Virtual Switches

Add two virtual switches (vSwitch) for iSCSI to VMware ESX. Add a "VMkernel" and "vmnic" for each vSwitch.
Perform the following procedure to each vmnic that configures iSCSI SAN.

When Using vSphere Standard Switches

4

(@)]

Procedure

Open the network window by selecting the [Configuration] tab on vSphere Client and click [Add Net-

work] in the upper right of the window.
Select [VMkernel] and click the [Next] button.

Select the checkbox of the target network adapter and click the [Next] button.

Select which wirtual switch will handle the netwark: traffic For this connection, Yau may 2
using the unclaimed network adapters listed below,

® Create a virtual switch Speed Metworks

¥ E@ wmnico 1000Ful  Mone

B wnict 1000Ful  Monme

~ B vnica down Mone
" Use vSwitcho Speed Networks

~ B vonicz 100 Full 192,168.001-192, 168,255,254
Previgw:

Whkemel Part Physical sdapters

WMkernel @ 4a—a B vronicO

Set properties of port groups as required, and click the [Next] button.

Set the IP address and subnet mask of "VMkernel", and click the [Next] button.

" Obtain IP settings automatically

+  |se the following IP settings:

IP Address: | 192 166 , 40| . 10

Subnet Mask: | 255 285 255 . 0

YMkernel Defaulk Gateway: | : : : Edit... |

Prewview:
Whkemel Port Physical Adapters
YMkermed & . o B wronich]

192, 165.40.10

Repeat Step 1 through Step 5 to add another virtual switch (vSwitch2).
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7  Confirm that a virtual switch and VMkernel are set for each vmnic.

Configuration
Hardware View: | ¥irtual Switch
Health Status MNetworking
Processors
Mernory ”
Wirtual Switch: Switcho Remave, .. Properties...
Storage
+ Networki irtual Machine Port Group — - Physical Adapters

e [ WM Network Q. Bj vnicz 100 Ful 03

Storage Adapters -
Sarvice Console Port
Network Adapters L3 Service Consale g—i
Advaniced Settings wswifl) 192,168,246, 252
Software
Likiicar Fastass Virkual Switch: wSwikch 1 Remove, .. Properties...
Time Configuration UMkI;eme: Port — - Physical Adapters ,
Wl ic) 1000 F
DRS and Routing 7 kUme g B vmnic Y 7
+ 192.165.40.10

‘irtual Machine StartupfShutdown o Ll
Wirtual Machine Swapfile Location
Security Profile wirkual Switch: wSwitchz Remave.,, Properties...
System Resource Allocation Uhkemel Par — - Physical Adaptars
Advanced Settings 2 hkernel 2 @ B vmnict 1000 Ful | Gd

winkl ¢ 192,168,80,20

End of procedure

5.1.2.3.2 When Using vSphere Distributed Switches

Procedure

1 Create a vSphere Distributed Switch.

(1) Log in to VMware ESX from the vSphere Client and select in order , [Home] > [Inventory] > [Net-

working].

File Edit WView Inventory Administration Plug-ins Help
E ‘E} Home [ E,j Inventory [ Q: Metworking
CT EﬂiT IZI" = L e,

= @ ke Datacenter
=
B WM Network Getting Started

You have selected another view in th
vSphere Client views, such as Virtual
Templates, Datastores and Datastor
show objects in your virtual inventory
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5.1

(2) Right-click [Datacenter] in the left pane and select [New vSphere Distributed Switch].

nter

File Edit View Inventory Administration Plug-ins Help

‘Q Home b g5

Inventory [ 2 Networking

g T Q

= @ veenter

Datacenter

£ QE\. 7 New Folder Ctrl+F =5
i MNew Cluster... Ctri+L
¥ New Datastore Cluster ir
B Add Host... Ctrl+H \irt

Gt New Virtual Machine... Ctrl+N tas

[#&5  New vSphere Distributed Switch... Ctri+K _ |[€Nt

P R S

el

(3) Select an appropriate vSphere Distributed Switch version for each host version and click the [Next]

button.

i :
FECEETeEms e e

I Select vSphere Distributed Switch Version
Spedfy vSphere distributed switch version,

wSphere Distributed Switch Version: 5.5.0

Select VDS Version

Add Hosts and Physical Adapters
Ready to Completz (|

~

(8

General Properties [—wSphere Distributed Switch Version

vSphere Distributed Switch Version: 4.0

This version is compatible with YMware ESX version 4.0 and later, The features supported by later vSphere distributed switch
versions will not be available.

vSphere Distributed Switch Version: 4.1.0

This version is compatible with VMware ESX version 4.1 and later. The following new features are available: Load-Based
Teaming and Network I/O Control,

vSphere Distributed Switch Version: 5.0.0

This version is compatible with VMware ESX version 5.0 and later. The following new features are available: User-defined
network resource pools in Network If0 Control, NetFlow and Port Mirroring.

vSphere Distributed Switch Version: 5.1.0

See the VMware documentation for a list of compatible YMware ESX version and supported features for this version of the
vSphere distributed switch.

vSphere Distributed Switch Version: 5.5.0

See the iMware documentation for a list of compatible ViMware ESX version and supported features for this version of the
vSphere distributed switch.

m

‘l =

< Badk I Next > I Cancel

1
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(4) SetavDS name and the number of physical ports that are used and click the [Next] button.

FEECTTTET . S

| General Properties

Spedfy the vSphere distributed switch properties,

wSphere Distributed Switch Version: 5.5.0

Select VDS Version
General Properties
Add Hosts and Physical Adapters

General

Name:

Number of uplink ports:

[dvsnitch

Maximum number of physical adapters per host

Ready to Complete

dvswitch

= uplink ports
B dvUplink1 (0 Hosts)
B dvUplink2 (0 Hosts)
B dvUplink3 (0 Hosts
& dvUplink (0 Hosts

Yourport groups will go here.

)
)
)
)

| Next = I

<Back cancel |

E |

‘l =

(5) Select a physical NIC (port) that is used by each host and click the [Next] button.

FEERERCIVCED e mEme
|| Add Hosts and Physical Adapters vSphere Distributed Switch Version: 5.5.0
| Select hosts and physical adapters to add to the new vSphere distributed switch,
| Select YOS Version When do you want to add hosts and their physical adapters to the new vSphere distributed switch?

General Properties & Addnow
Add Hosts and Physical Adapters = ..
Ready to Complete
Settings... View Incompatble Hosts. .
Host/Physical adapters | In use by switch | Settings
S| *300s6-5vm.fujitsu.c... View Details...
Select physicaladapters
Oem vmnict - View Details...
M vmnic2 - View Details...
Om vmnics — View Details...
B B ncooss-svm.fujitsu.c.. View Details..
Select physicaladapters
Om vmnict = View Details...
M@ vmnic — View Details...
Om vmnics - View Details..
‘l‘ Help <ok [ nez | conce |

E)
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(6) Click the [Finish] button.
(@ creste vsprere pstinued swecn [ el

|| Ready to Complete vSphere Distributed Switch Version: 5.5.0
Verify the settings for the new vSphere distributed switch,
Select VDS Version ¥ Automatically create a default port aroup
Nl General Properties
Add Hosts and Physical Adapters g
Ready to Complete i
8 dvPortGroup = Uplink ports
WLAN ID: - —— &8 dvUplink1 (2 Hosts)
Virtual Machines (0) H vmnic2 n300s 6-5vm.fujitsu.com
M vmnic2 n300s6-6vm.fujitsu.com
‘l Help <tk [ Emsn | concel |

(7) Confirm that the new dvSwitch has been created under [Datacenter].

2 veenter - vephere Ot

Eile Edit Vview Inventory Administration Plug-ins Help
ﬁ ‘@ Home [ g Inventory b @ Networking
< - = oY

B [ veenter Datacenter
S
i VM Network (e Bl Summary | Virtu
B &= dvSwitch
G dvSwitch-DVUplinks | v o) have selected another v

& dvPortGroup vSphere Client views, such &

Templates, Datastores and [
show objects in your virtual il
your basic inventory of datac

machines. You may want to 1
Client after von hnild 3 hasie

(8) IF multiple vSphere Distributed Switches are required, repeat from Step (1) to Step (7).
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5.1

2

and Clusters].
2r

Set a VMkernel in vSphere Distributed Switch for each host.
(T) Log in to VMware ESX from the vSphere Client and select in order, [Home] > [Inventory] > [Hosts

Eile Edit View Inventory Administration Plug-ins Help

|E} Home P gf] Inventory b [E Hosts and Clusters

5‘39&?“&

Switch].

mx300s6-6vm.fujitsu.com VMware ESXj, 5.5.0, 1881737

Summary ' Virtual Machines ' Performance

Hardware

Processors
Memory

Storage
Networking
Storage Adapters
Network Adapters
Advanced Settings

Power Management

Software

Licensed Features

Time Confiquration

Adapters].

(oLl Ml I, Tasks & Events | Alarms ' Permissions = Maps

View: vSphere Standard Switch| vSphere Distributed Switch

Networking

¥ Distributed Switch: dvSwitch

dvSwitch @

B @ veenter rc300s6-6vm fujitsu.com VMware E
=] Datacenter
= @ Cluster summary ' Virtual Machines | Performa
[@ m300s6-Svm.fujitse
Hardw:
[ | 30056-6vm. fujitst are
Processars
Memory

SiteSurvey | Storage Views ' Hardware Status

(2) Move to [Networking] in the [Configuration] tab for the host and click [vSphere Distributed

Manage Virtual Adapters... Manage Physical Ada

2 dvPortGroup
WVLAN ID: —
Wirtual Machines (0}

rx300s6-6vm fujitsu.com VMware ESXi, 5.5.0, 1881737

[=I dvSwitch-DVUplinks-2361
& dvUplink1 (1 NIC Adapter)

(3) Confirm that vSphere Distributed Switch and vmnic are displayed, and click [Manage Virtual

summary | virtual Machines | Performance

Hardware

Processors

Memory

Storage

Metworking

Storage Adapters
Metwork Adapters
Advanced Settings
Power Management

Software

Licensed Features

o)) il Ml Tasks & Events | Alarms ' Permissions | Maps

View: vSphere Standard Switch| |vSphere Distributed Switch

Networking

¥ Distributed Switch: dvSwitch

SiteSurvey | Storage Views = Hardware Status

Manage Virtual Adapters... Manage Physical Adap

dvSwitch @
8 dvPortGroup (] =] dvSwitch-DVUplinks-2361 o
VLAN ID: -- E16% dvUplink (1 NIC Adapter)
Virtual Machines (0} wmnic2 300s6-6vm.fujitsu.com i ]
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(4) Click the [Add] button.

Edit Remove Migrate
Name —Network Connection
VMkernel Port Group:

Fort:

vMotion:
Fault Tolerance Logging:
Management Traffic:

iSCSI Port Binding:

(5) Select [New virtual adapter] and click the [Next] button.

Creation Type
Add a new virtual network adapter or migrate existing virtual network adapters from switches.

Lxeatwn Type Creation Type
Virtual Adapter Type & i
Connection Settings + New virtual adapter
Ready to Complete Add a new virtual adapter to the vSphere distributed switch.

" Migrate existing virtual adapters

Migrate virtual adapters to this vSphere distributed switch. IP address, subnet mask, and default
gateway wil remain unchanged.

Help <Back | Next > I Cancel
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(6) Click the [Next] button.

Virtual Adapter Type
Networking hardware can be partitioned to accommaodate each service that requires connectivity.

Creation Type

Virtual Adapter Type
Connection Settings * VMkernel

Ready to Complete

Virtual Adapter Types

The VMkernel TCP/IP stack handles traffic for the following ESXi services: vSphere vMotion, ISCSI, MFS,
and host management.

Help =Back | Next > I Cancel |

(7) Select "dvPortGroup" from the [Select port group] pull-down menu and click the [Next] button.

Connection Settings
Specify YMkernel connection settings.

Creation Tvpe r—Network Connection
virtual Adapter Type istributed Switch 5
o Com jon Settings wSphere Distributed Switch: dvSwitch
IP Settings @ Select port group dvPortGroup -| Port: NfA
Ready to Complete
" Select part I

[~ Use this virtual adapter for vMotion
I~ Use this virtual adapter for Fault Tolerance logging
I~ Use this virtual adapter for management traffic

Help = Back | Mext = I Cancel

b4

FUJITSU Storage ETERNUS AF, ETERNUS DX Configuration Guide -Server Connection- (iSCSI) for VMware® ESX
Copyright 2022 FUJITSU LIMITED

P3AM-3412-39ENZ0



Chapter 5 Setting Up the VMware ESX Server
5.1  When VMware vSphere Is Used (with iSCSI Software Initiator)

(8) Configure the IP settings for VMkernel and click the [Next] button.

VMkernel - IP Connection Settings
Specifiy VMkernel IP settings

Creation Type

" Obtain IP settings automaticall
Virtual Adapter Type = =

Bl Connection Settings * Use the following IP settings:
IP Settings IP Address: | 192 . 168 . 80 . 10
Ready to Complets
Subnet Mask: I 255 .28 .255 , 0
WMkernel Default Gateway: 192 . 168 . 80 1 Edit... |

Help

=Back | Next > I Cancel |

(9) Confirm that a new VMkernel port has been created and click the [Finish] button.

Ready to Complete
Click Finish to confirm the new virtual adapter configuration.

Creation Type dvswitch
Virtual Adapter Type
Connection Settings
Ready to Complete B dvPortGroup =Y [=] dvSwitch-DVUplinks-2361
VLAN ID: — : [ [ 4 dvUplink1 (1NICAdapter)
=1 vMkernel Ports (1)

Mew Port : 192.168.80.10 @—D
Virtual Machines (0)

Help

= Back Cancel
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(10) Confirm that the VMkernel port has been created in the [vSphere Distributed Switch] tab in
vSphere Client.

rx300s6-6vm.fujitsu.com VMware ESXi, 5.5.0, 1881737

summary | Virtual Machines " Performance Rl abT G, Tasks & Events | Alarms | Permissions | Maps | Sitesurvey | Storage Views | Hardware Status

Hardware View:  vSphere Standard Switch| [vSphere Distributed Switch
Processors Networking
Memory
Storage
+ Networking ¥ Distributed Switch: dvSwitch Manage Virtual Adapters... Manage Physical Adapters..
Storage Adapters dvswitch @
Network Adapters
Advanced Settings & dvPortGroup @ % (=] dvswitch-DvUplinks-2361 5]
o il VLAN ID: - =16 dvUplink1 (1 NIC Adapter)
Software [# VMkernel Ports (1) = vmnic2 m300s6-6vm.fujitsu.com 5]
Virtual Machines (0)
Licensed Features
Time Configuration
DNS and Routing
Authentication Services
Power Management
Virtual Machine Startup/Shutdown
ik 2l Marhing Susnfls | n-stine

End of procedure

5.1.2.4  Setting the Software Initiator

Enable Software Initiator in VMware ESX.

5.1.2.4.1  For the ETERNUS AF/DX

Procedure
1 Select the [Configuration] tab on vSphere Client and click [Storage Adapters].
2 Select the target iSCSI Software Adapter and click [Properties].

e 4 Configuration !  Perm L

Storage Adapters Refresh Rescan..
Device | Type | | 1
{5 wmhbasz Block SCSI

LSI Logic MegaRAID SAS1078R

€& wmhbao T

iSCSI Software Adapter

{5 15051 Software Adapter i5C5l

« | H
Details

Model:

3 (lick [Configure] on the [General] tab.
4 Select the [Status-Enabled] checkbox and click the [OK] button.

5  Confirm that the [Enabled] checkbox is selected under "Status" on the [General] tab and click [Config-
ure] again.
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6  Confirm that the iSCSI name is displayed in the "iSCSI Name" column and click the [Cancel] button.

igﬂ General Properties

—i3C5I Properties
iS5 Marne: 1, 1998-01, com yrware: < 200s5ym- 30332800

i3SI Alias:

Skatus
¥ Enabled

Ok Cancel Help I

7 Select the [Dynamic Discovery] tab and click the [Add] button.

8  Enterthe IP address for the iSCSI port of the connected ETERNUS AF/DX as the iSCSI server IP address,
confirm that the port is set to "3260" (default), and click the [OK] button.

9  Confirm that the IP address for the iSCSI port of the ETERNUS AF/DX is displayed as follows.

[%1iSCSI Initiator {vmhba34) Properties

General  Dynamic Discovery IStat\c Disconvery I
Send Targets

Discover iSCSI targets dynamically from the Following IP addresses:

iSC5T Server Address
192, 168,40,30:3260
192, 168.60.40:3260

10 If the connected ETERNUS AF/DX uses multiple iSCSI ports, repeat the IP address addition process for
each iSCSI port. (Repeat Step 7 through Step 9.)

End of procedure

5.1.2.5  Checking the LUNs

The following procedure describes how to check LUN recognition using the vSphere Client.

Log in to the VMware ESX from the vSphere Client, and then check whether the ETERNUS AF/DX LUNs are
recognized.

The procedure is as follows:

Procedure

1 Use the vSphere Client to log in to VMware ESX as "root".
2 Select the [Configuration] tab.

3 Select [Storage Adapters] from the [Hardware] list.
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4 Select [Rescan].

ONote

After selecting [Rescan], the VMware ESX should attempt to recognize the ETERNUS AF/DX storage
systems' LUNs again.

5  Ifthe iSCSI Software Adapter (vmhba34 in this example) is selected from the [Storage Adapters] area,
the recognized devices will be shown in the [Details] area, as follows.

wes | Resowce Allecstion | Performance K e otk Lssrs & Groups | Events  Parmissions

Storage Adapters Refresh Re
Device: | Type | |
ISCS1 Software Adapter
& vwhbass BT iqn. 1996-01 .com, viware rx300s3vm- 3c3326be:
ICHLD 2 pork SATA IDE Controller
& vmhbaz Block 5CS
& wwhbazz Ediock, 5CST
ICH1D 4 pork SATA IDE Controller
& vmhbal Block 551
Details
wmhba34 Properti
Madel: ISCST Software Adapker
15051 Name: iqn, 199E-01.com,yrmware: rE300sSvm-3c332 6k
[BCS1 Albas:
Connected Targets: 2 Devices: 3 Paths: ]
wiew: [Devices Patfs |
Mame | Identifier Rurtime Name LN Type Transport Capacity |1
FUIITSL 551 Disk (naa.6000b5d0006a00...  naa6000bSd000... wmhbadd:CO:TL:L0 0 disk. 15051 40,0068 |
FUJITSL iSCST Disk (nas.6000bSH0006400.,.  nss600054000... wrhba3dCn:Till 1 disk iSCST 40.00GE |
FUIITSU (5051 sk (naa. 6000b5d0006a00. .. naa.6000654000,.. vwhbad4:CO:Ti:L2 2 disk I5CSI 40.00GE |

6  Check the [Path Selection] for all the LUNs in the ETERNUS AF/DX.

When the VMware ESX server recognizes the LUNSs, the active path for each LUN is automatically set. In
this case, [Path Selection] is set to [Most Recently Used (VMware)].

Changing [Path Selection] for all the LUNs to [RoundRobin (VMware)] is recommended.

(=2) FUIITSU Serial Attached SCSI Disk (naa.600000e00d0000000000000000140000) Manage Paths |
[~ Palicy
Path Selection: Qmﬂfent\y Used (¥Mware) - D
Storage Array Type: YIW_SATR_ALLIA
[~ Paths
Runkime Name Target LUK | Status | Preferred |
wmhbaZ:C0:T0:L20 20 & Acive |
wihbalCo:To:L20 20 @ Ackive (110)
Refresh
Name: 545, 500605b000bSe7 10-585, 5000008 0d0000068-naa, 6000002 00d00000000000000001 40000
Runtime Mame:  wmhba2:C0:T0:L20
Block Adapter

1w

ONote

The vSphere command line can also be used to change the [Path Selection] settings. For more de-
tails, refer to the VMware web-site for KB2000552.
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7 Fora multipath configuration, confirm that the paths of all the LUNs in the ETERNUS AF/DX are config-
ured with multipath. When paths for a LUN are configured with multipath, multiple Runtime Names

and Targets are displayed in [Paths].

—Palicy

rF FUJITSU Serial Attached 5CS1 Disk (naa.EDDDDDEOOdDOOUUUDDDDDDDOOD1'40000)_'”__@"_1_}3& 5‘

Path Selection: IMast Recently Used (¥Mware)

Storage Array Type: YW _SATP_ALLIA

[~ Paths

Runkim ] 3

| LUK T — Freferred |

: hba2:C0:TO:L20

20 & Active oy ]

gohbal:C0:T:L20

20 @ Adive (10}

Refresh

Mame:

Runtime Mame:  wmhba2:CO:TO:L20

Block Adapter

545, 5006050000b5e7 10-555. 5000002 040000086-n5a, 50000000d400000000000000001 40000

o teb

5.1.2.6 Setting CHAP Authentication

End of procedure

CHAP and mutual CHAP authentication can be set for VMware ESX connections.

Log in to VMware ESX from the vSphere Client, check whether the ETERNUS AF/DX LUNs have been recog-
nized, and then enable the CHAP authentication.

The procedure is as follows:

Procedure

1 Select the [Configuration] tab on vSphere Client and select [Storage Adapters].

2 Select the target iSCSI Software Adapter and click [Properties].

3 Select the [General] tab and click [CHAP].

4 Set CHAP.
 When setting CHAP only

Select [Required] for [Select option:] under "CHAP" and set the [Name:] and [Secret:].
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« When setting CHAP and mutual CHAP

Select [Required] for [Select option:] under "CHAP" and "Mutual CHAP" and set the [Name:] and [Se-
cret:].

2! CHAP Credentials

Alli5C5] targets are authenticated using these credentials unless
otherwise specified in the target's own CHAP settings.

“*ix The CHAP secret and Mukual CHAP secret must be different,
- CHAP
Select option:

™ Use initiator name

Mame: |test
Secret; i
Mutual CHAR
Select option: ]Required L]

[ Use initiator name

Mame: |test

Secret: i

QK | Cancel Help

End of procedure

5.1.2.7  Plug-in Settings

Set up VMware Multi-Pathing plug-in for ETERNUS by following "Software Information", which is a manual
that is provided with the VMware Multi-Pathing plug-in for ETERNUS.

5.1.2.8  (Changing the iSCSI QueueDepth Value

Execute the "esxcli" command to change the QueueDepth value.
Set the QueueDepth value according to the queue depth.

Procedure

1 Execute the following command to change the QueueDepth value.

# esxcli system module parameters set -m iscsi vmk -p iscsivmk LunQDepth=<(I)>

Enter any setting value (*1) in (1).

*1: Recommended value = (maximum number of simultaneous command processes per CA port) +
(number of servers connected to a single CA port) + (number of LUNs)

(Round the result down to the nearest whole number)
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+ The maximum number of simultaneous command processes per CA port is as follows:

The value is used by multiple servers that share the CA port. The commands are processed until
the limit is reached.

Maximum number of simultaneous command pro-
Model
cesses
ETERNUS AF S3 series, ETERNUS DX S5 series, ETERNUS | 2048
DX8900 S&
Models other than the above 1024

+ Use the value of "8" if the actual result is lower. Use the maximum value if the actual result ex-
ceeds the maximum value of the OS or the iSCSI QueueDepth.

+ To achieve maximum system performance, this value can be changed according to the server
load and the peak operating times.

The following example sets the Maximum Outstanding Disk Requests for virtual machines to 46.

# esxcli system module parameters set -m iscsi vmk -p iscsivmk LunQDepth=46

2 Reboot VMware ESXi.

# reboot

3 After rebooting VMware ESXi, check the setting values.

# esxcli system module parameters list -m iscsi vmk | grep iscsivmk LunQDepth

iscsivmk LunQDepth int 46 Maximum Outstanding Commands Per LUN
#

End of procedure

5.1.2.9  Setting The Maximum Number of Outstanding Disk Requests for Virtual Disks

If multiple virtual disks share a LUN, consider setting "No of outstanding 10s with competing worlds".
For more details, refer to the VMware web-site for KB1268.
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5.2

5.2.1

When VMware vSphere Is Used (with iSCSI Hardware Initia-

tor)
Hrrrr———

Set up the VMware ESX server using the vSphere Web Client or the vSphere Client. The procedures described
here are based on the following multipath configuration.

® For ETERNUS AF/DX storage systems

For example, a total of four IP addresses are required by the following iSCSI connection setup.
Example connection configuration

VMware ESX server

CNA card CNA card

IP address (1)

IP address (2)

LAN switch

LAN switch

IP address for

IP address for

iSCSI port (4)

iSCS| port (3)

ETERNUS AF/DX

Setting the CNA Cards (for the ETERNUS AF/DX)

Install the CNA cards in the server, acquire the iSCSI name, set the IP address for the CNA cards, and set the
iSCSI name and the IP address of the target.

| D> caution |

For details on the setting procedure for the CNA cards that are used for iSCSI Hardware Initiator, refer to
the CNA card manual.
. _________________________________________________________________________________________________________________________________________________________|
The workflow is shown below.
(1) Install the CNA card
(2) Turn on the server
(3) Acquire iSCSI name for the CNA card
(4) Set IP address for the CNA card
(5) Set iSCSI name and IP address for the target
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A setting example for the PY-CN202 (Emulex 0Ce10102-FM) is shown below.

D> Caution | —

For details on PY-CN202 (Emulex OCe10102-FM) settings, refer to the CNA card manuals.

Procedure

1 Install the CNA card in the server.

For the installation method, slot positions, activation of the installed slot, and notes regarding the CNA
card, refer to the manual provided with the CNA card or the user guide of the server.

2 Turn on the server, and press the [Ctrl] + [S] keys while the following message is displayed.

Emulex 10Gb i1SCSI Initiator BIOS v4.6.142.10
(c) 2005-2013 Emulex Corporation. All Rights Reserved.
(c) 1998-2005 Adaptec, Inc. All Rights Reserved.

<<< Press <Ctrl><S> for iSCSISelect(TM) Utility >>>

Emulex iSCSISelect Utility starts.

3 Acquire the iSCSI Initiator Name in the iSCSI Initiator Configuration screen.
Select [Save] and press the [Enter] key to save the iSCSI Initiator Name.

4 Select [Controller Configuration], select the CNA card port for which the information is set in the Con-
troller Select Menu screen, and press the [Enter] key.

5  Select [Network Configuration > Configure Static IP Address] from the Controller Configuration menu
and set IP address in the Static IP Address screen.

6  Select [iSCSI Target Configuration] from the Controller Configuration menu, open the Add/Ping iSCSI Tar-
get screen from [Add New iSCSI Target], and set the information to add a target.

The information listed below is necessary:

+ iSCSI name of the target

+ |P address of the target

« Whether the CHAP authentication is enabled (one-way CHAP, Mutual CHAP, none)

End of procedure
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5.2.2

Checking the LUNs

5.2.2.1

For VMware vSphere 6.0 or later

The following procedure describes how to check LUN recognition using the vSphere Web Client.
Check the LUNs from the vSphere Web Client.
The procedure is as follows:

Procedure

1 Login to the vSphere Web Client and select in order, [Hosts and Clusters] > target host.
2 Selectin order, the [Manage] tab > [Storage] > [Storage Adapters].

3 Select [Rescan...].

ONote

After selecting [Rescan...], the VMware ESX should attempt to recognize the ETERNUS AF/DX storage
systems' LUNs again.

4 Select the virtual HBA (vmhba3 in this example) for the iSCSI card from the [Storage Adapters] area.
The recognized devices will be shown in the [Adapter Details] area, as follows.

Gefting Started  Summary  Monitor | Manage | Related Objects

|' Settings | Networking | Storage | Aarm Definitions | Tags | Permissions ‘

Storage Adapters

“
e ,

Storage Devices

Adapter Type Status Identifier

TEIEE I eI e Emulex OneConnect OCe14000 iSCSI UCNA

Protocol Endpoints Vmhbas iscs| online  ign.1990-07.com.emulex 00-90-1a-70-TaT
vmhbad i3C3I Online iqn.1980-07 com.emulex00-90-fa-70-1a-!

ICH10 2 port SATA IDE Controller

Adapter Details

Properties | Devices Paths Targets Metwork Seftings  Advanced Options

General [ Ea. |
Name vmhbal
Model Emulex OneConnect 0Ce14000 iSCSI UCNA
iSCSIMame iqn.1980-07 com.emulex:00-80-fa-70-1a-95
i3CSI Alias

Target Discovery Send Targets, Stalic Targets
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5  Connect to the VMware ESX server via the vSphere Web Client and check [Path Selection Policy] for all
the LUNs in the ETERNUS AF/DX.

When the VMware ESX server recognizes the LUNSs, the active path for each LUN is automatically set.

Even though [Path Selection Policy] is set to [Most Recently Used (VMware)], changing the [Path Selec-
tion Policy] for all the LUNs to [Round Robin (VMware)] is recommended.

Getting Started  Summary  Monitor | Manage | Related Objects

|. Setlings ‘ Networking | Storage | Alarm Definifi | Tags | Permissi |

“ Storage Devices

Storage Adapt y Q Fiter  ~
orage Adapters B A B &l Iy lQ Fiter ~ ~)

Storage Devices .

Name 1y Type Casps.. Operatio.. Hardwars Ac.. Orive T.. Transport
SIS P T 6T FUJITSUISCSIDisk (na.. disk 15.0.. Attached Supported HDD  iscsl  *
Protocol Endpoints FUJITSUISCSI Disk (na.. | disk  10.0.. Attached Suppoted HDD | iSCSI

FUJITSU iSCSI Disk (na... | disk  10.0.. Aftached Suppored HDD 18Cs8l

Device Details

J Properties | Paths

Partition Details

Parition Format ~ Unknown
» Primary Parlitions 0

+ Logical Partiions 0

Multipathing Policies Edit Multipathing...
Path Selection Policy Round Robin ['«'@

Storage Array Type Palicy VMW_SATP_ALUA

ONote

The vSphere command line can also be used to change the [Path Selection Policy] settings. For more
details, refer to the VMware web-site for KB2000552. If a modification method for the relevant ver-
sion is not described, modify the setting with the ESXi 5.x method.
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6  Fora multipath configuration, confirm that the paths of all the LUNs in the ETERNUS AF/DX are config-
ured with multipath.

When paths for a LUN are configured with multipath, multiple Runtime Names and Targets are dis-
played in [Paths].

Getting Started  Summary  Monitor | Manage | Related Objects

‘ Settings | Metworking | Storage ‘ Alarm Definitions | Tags | Permissions

H Storage Devices
Storage Adapters . -
B0 B w Q Filte -
AWETE LEEES Name 1v¥ Type Capac.. Operstion.. Hardware Acc.. Drive T.. Transport
AT ETE N BT AT T FUJITSUISCSI Disk (naa_ disk 150 Aftached Suppotted  HDD  iscsl
Protocol Endpoints FUJITSU iSCSI Disk (naa..  disk  10.0.. Attached Supported  HDD  iSCSI

FUJITSU iSCSI Disk (naa... disk  10.0.. Aftached Supported HDD iSCsl
FUNTSU iSCSI Disk (naa.. disk  10.0.. Aftached Supported HDD iSCSI
FUJITSU iSCSI Disk (naa... disk | 10.0.. Attached Supported HDD I5CSl b2

Device Details

Properies ‘ Paths ‘

Enable Disable
Runtime Name Status Target Nai
vmhba3:CO0:TO:LO @ Active iqn.2000-09 com fujitsu:storage-system eter. il

vmhba4:COTOLO ¢ Active (10)  ign.2000-09.com.fujitsu:storage-system.eter...  ial

End of procedure

5.2.2.2  For VMware vSphere 5.5 or earlier

The following procedure describes how to check LUN recognition using the vSphere Client.

Log in to VMware ESX from the vSphere Client, and then check whether the ETERNUS AF/DX LUNSs are recog-
nized.

The procedure is as follows:

Procedure

1 Use the vSphere Client to log in to VMware ESX as "root".
2 Select the [Configuration] tab.
3 Select [Storage Adapters] from the [Hardware] list.

4 Select [Rescan].

ONote

After selecting [Rescan], the VMware ESX should attempt to recognize the ETERNUS AF/DX storage
systems' LUNs again.
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Select the iSCSI Hardware Adapters (vmhba3 and vmhbaé in this example) from the [Storage Adapters]

area.

The recognized devices will be shown in the [Details] area, as follows.

Storage Adapters

|"Hardware Status

Add...
Device | Type | WwN |
& vmhba3z Block 5CSI
ICH10 4 port SATA IDE Controller
& vmhbao Block SCSI
& vmhba3z Block 5CSI
Emulex OneConnect 0Ce10100 10GbE, §
3 iSCSI ign.1980-07.com.emulex.00-00-c8-9d-22755:
< hba4 iSCSI ign.1990-07.com.emulex.00-00-c3-9d-22-56:
MeaaRAID SAS SKINNY Controller
Details
vmhba3
Model: Emulex OneConnect OCe 10100 10GbE, iSCSI UCNA
ISCSI Name: ign, 19%0-07. com. emulex. 00-00-c9-9d-22-56
15CST Alizs:
TP Address: 192.168.10.23
Connected Targets: 2 Devices: &7 Paths: 134

View: [Devices Paths|

Name | Identifier

FUIITSU iSCSI Disk (naa.600000e00d11000000...  naa.600000e00d110000001 10000
F‘LmSU iSCSI Disk {naa,600000e00d11000000...  naa,600000e00d11000000100000001f0000
4 1

Check the [Path Selection] for all the LUNs in the ETERNUS AF/DX.

| Runtime Name
vmhba3:C0:T2:L21  Mounted
vmhba3:C0:T2:L22  Mounted

Mame, Target or Status containe: - |

| Operational State | LUN

When the VMware ESX server recognizes the LUNSs, the active path for each LUN is automatically set. In

this case, [Path Selection] is set to [Most Recently Used (VMware)].
Changing [Path Selection] for all the LUNs to [RoundRobin (VMware)] is recommended.

(27 FUIITSU Serial Attached SCSI Disk (naa.600000e00d0000000000000000140000) Manage Paths |
~Palicy
Path Selection: € IMost Recently Used (¥fiware) -
Storage Array Type! YMW_SATP_ALLIA
—Paths
Runtime Hame Target LUN | Status | Preferred
wmhbaz:C0:T0:L20 20 ©  Active ]
wmhba0:C0:T0:L20 20 @ nctive (1/0)
Refresh
Name: sas, 5006056000b5e710-525.500000e0d0000086-naa. 600000e00d00000000000000001 40000
Runtime Mame:  vmhbaZ:C0:T0:L20
Block Adapter

o

ONote

The vSphere command line can also be used to change the [Path Selection] settings. For more de-

tails, refer to the VMware web-site for KB2000552.
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7 Fora multipath configuration, confirm that the paths of all the LUNs in the ETERNUS AF/DX are config-
ured with multipath. When paths for a LUN are configured with multipath, multiple Runtime Names

and Targets are displayed in [Paths].

5.2.3

(=% FUJITSU Serial Attached SCSI Disk (naa.600000e0040000000000000000140000) Manage Paths
—Policy
Path Selection: Most Recently Used (¥Mware) j
Storage Array Type: YW _SATP_ALLIA
[~ Paths
Runtinn ' 3 | LUK T — Freferred |
: ihba2:C0: T0:L20 20 & Acive oy ]
emhbal:CO:TO:L20 20 @ Active (/0]
Refresh
Mame: 545, 5006050000b5e7 10-555. 5000002 040000086-n5a, 50000000d400000000000000001 40000
Runtime Mame:  wmhba2:CO:TO:L20
Block Adapter
o teb

Setting CHAP Authentication

End of procedure

5.2.4

Perform the CHAP authentication settings in Step 6 of "5.2.1 Setting the CNA Cards (for the ETERNUS AF/DX)"

(page 52).

For details on this setting procedure, refer to the relevant manuals (such as the Boot Code User Manual) at

the following Emulex website:

https://www.broadcom.com/support/download-search

Setting Up SAN Boot Authentication

For the SAN Boot setting procedure, refer to the relevant manuals (such as the Boot Code User Manual) at

the following Emulex website:
https://www.broadcom.com/support/download-search
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5.2.5

Changing the Multipath Operation

IF "VMware Multi-Pathing plug-in for ETERNUS" is not used with ESXi 6.0 or later, change the multipath oper-
ation as shown below.

For more details, refer to the VMware web-site for KB2106770.

Procedure

Check the device name of all the LUNs in the ETERNUS AF/DX that is connected with VMware ESXi.
Check "FUJITSU iSCSI Disk (naa.xxx)" in the following example.

# esxcli storage nmp device list | grep -E 'Device Display Name:'

Device Display Name: Local LSI Disk (naa.60030057013345401a6afl1560de849bc)
Device Display Name: FUJITSU iSCSI Disk (naa.6000b5d0006a0000006a0b9£01490000)
Device Display Name: FUJITSU iSCSI Disk (naa.6000b5d0006a0000006a0b9£014a0000)
Device Display Name: Local MATSHITA CD-ROM (mpx.vmhba32:C0:T0:L0)

ONote

When VMware vSphere Virtual Volumes (VWOL) is used, the Protocol Endpoints are displayed without
displaying the Virtual Volumes. In Step 2, set the parameters for the Protocol Endpoints.

Change the multipath operation.
Use the following command to set parameters for all LUNs in the ETERNUS AF/DX.

# esxcli storage nmp satp generic deviceconfig set -c enable action OnRetryErrors -d naa.60000b5d0006a0000006a0b9f
01490000
# esxcli storage nmp satp generic deviceconfig set -c enable action OnRetryErrors -d naa.600005d0006a0000006a0b9f
014a0000

Confirm the settings.

Confirm that "action_OnRetryErrors=on" is included in "Storage Array Type Device Config" for the LUNs in
the ETERNUS AF/DX.

# esxcli storage nmp device list | grep -E '(Device Display Name: |Storage Array Type Device Config:)'

Device Display Name: Local LSI Disk (naa.60030057013345401la6af1560de849bc)

Storage Array Type Device Config: SATP VMW_SATP_ LOCAL does not support device configuration.

Device Display Name: FUJITSU iSCSI Disk (naa.6000b5d0006a0000006a0b9£01490000

Storage Array Type Device Config: {implicit_ support=on; explicit_ support=off; explicit_allow=on; alua_followov
er=on; action OnRetryErrors=on; {TPG_1d=32897,TPG_state=AO}{TPG_id=32896, TPG_state=A0}{TPG_1id=32913, TPG_state=ANO
}{TPG_1d=32912, TPG_state=ANO} }

Device Display Name: FUJITSU iSCSI Disk (naa.6000b5d0006a0000006a0b9£014a0000

Storage Array Type Device Config: {implicit_ support=on; explicit_ support=off; explicit_allow=on; alua_followov
er=on; action OnRetryErrors=on; {TPG_1d=32897,TPG state=AO}{TPG_id=32896, TPG_state=A0}{TPG_id=32913, TPG_state=ANO
}{TPG_1d=32912, TPG_state=ANO} }

Device Display Name: Local MATSHITA CD-ROM (mpx.vmhba32:C0:T0:L0O)

Storage Array Type Device Config: SATP VMW_SATP_ LOCAL does not support device configuration.

End of procedure
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Virtual Machine

6.1

6.1.1

This chapter describes the notes on the Virtual Machine and its settings.

To configure the Virtual Machine, access the following web-site and check the "Guest Operation System In-
stallation Guide".

+ Guest Operation System Installation Guide
https://partnerweb.vmware.com/GOSIG/home.html

For Windows”
[ B

Checking the Registry Information

6.1.1.1

For ETERNUS AF/DX storage systems

Check the value of the "TimeOutValue" registry key. If the "TimeOutValue" registry key does not exist, then
create it.

The registry file should be backed up before creating or changing any registry values.

Procedure
1 Click the [Start] button, and then click [Run].
2 Inthe [Run] dialog box, type "regedit", and then click the [OK] button.
Registry Editor starts.
3 Follow the path described below:
\HKEY LOCAL MACHINE\SYSTEM\CurrentControlSet\Services\Disk
4 (Check the value of the "TimeOutValue" registry key.

Check that the value of the "TimeOutValue" registry key is "0x3C". If the name or value is not "0x3C",
change it to "0x3C".
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6.1.2

D> Caution

« If the "TimeOQutValue" key does not exist, add a registry key with the following values:

* The "Name" field is case-sensitive.

Name TimeOutValue
Type REG_DWORD
Radix Hexadecimal
Data 3C

5 IfFany registry values were added or modified, reboot the server.
The modified settings will be enabled after the reboot.

End of procedure

Notes for Configuring Windows Server Failover Clustering

6.1.3

+ Refer to the VMware web-site for KB1004617 and check the support guidelines before configuring Win-
dows Server Failover Clustering.

+ Ignore the following warning message if it appears during a verification test for Windows Server Failover
Clustering:

warning: Validate Storage Spaces Persistent Reservation

- |f the verification test fails, refer to the VMware web-site for KB2085702.

Notes When Using RDM

When Windows Server® is connected to the ETERNUS AF series (excluding the ETERNUS AF S3 series), the
ETERNUS DX S4/S3 series (excluding the ETERNUS DX8900 S4), or the ETERNUS DX200F, and Windows Server®
is rebooted after the ETERNUS firmware is applied, the status of the disks on Windows Server” may become
offline.

The status of the disks on Windows Server” can be checked with the following procedure.

Click the [Start] button, select [Computer Management] under [Administrative Tools] and then select [Man-
age Discs] (or [Disk Management]) in the left pane.

Note that the occurrence condition and the workaround differ depending on the path configuration of Win-
dows Server®.

For single-path configurations, temporarily change the SAN Policy setting before a firmware is applied to pre-
vent the disk from becoming offline after the firmware is applied.

For multi-path configurations, there is no workaround. The procedure in "@ Measure to take after a problem
occurs" (page 64) must be performed to recover from the offline status.

® Single-path configuration

The offline status can be avoided only when updating the firmware by changing the SAN Policy setting to
"Online All".
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If operations are possible with the SAN Policy setting set to "Online All", Step 4 in "@ Method for proactively
preventing occurrences" (page 62) is not required.

® (Checking the SAN Policy setting

The following shows how to check the SAN Policy setting.
1 Execute the "diskpart" command in the command prompt.
The prompt changes to DISKPART.

2 Enter"san"and press the [Enter] key.

DISKPART> san

3 One of the following SAN Policies appears.
* "Offline Shared"
* "Offline All"
* "Online All"

4 Enter "exit" and press the [Enter] key to complete the "diskpart" command.

® Method for proactively preventing occurrences

Change the SAN Policy setting by performing the following procedure and then update the firmware.
1 Change the SAN Policy setting.
(1) Execute the "diskpart" command in the command prompt.
The prompt changes to DISKPART.

(2) Enter "san policy=onlineall" and press the [Enter] key.
Example:

DISKPART> san policy=onlineall

(3) To apply the SAN Policy setting, reboot Windows Server®.

2 Execute the "diskpart" command again in the command prompt and confirm that "Online All" is speci-
fied for the SAN Policy setting.

Example:

DISKPART> san
SANPolicy : Online All

3 Update the firmware.
(1) Update the firmware of the ETERNUS AF/DX.

(2) To get OS to recognize the new instance ID, reboot Windows Server®.
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4 Revert the SAN Policy setting to the previous value.
(1) Execute the following command to revert the SAN Policy setting.
Example:

DISKPART> san policy=0ffline Shared

(2) To apply the SAN Policy setting, reboot Windows Server®.

(3) Execute the "diskpart" command again in the command prompt and confirm that the previous val-
ue is specified for the SAN Policy setting.

Example:

DISKPART> san
SANPolicy : Offline Shared

® Measure to take after a problem occurs

Manually change the offline disks to online with the following procedure.
1 Click the [Start] button, select [Computer Management] under [Administrative Tools] and then select
[Manage Discs] (or [Disk Management]) in the left pane.

2 Select each offline disk, then right-click the selected disk to change the status to online.

If a firmware update of the ETERNUS AF/DX is performed in a Hyper-V environment where a pass-through
disk is configured for the guest 0S, the disk is recognized as a new disk and the pass-through disk is removed
from the physical hard disk. Therefore, the pass-through disk must be manually reconfigured to be restored.

The procedure for restoring (or reconfiguring) the disk is as follows:
1 Start "Hyper-V Manager".

2 Select the offline guest OS and click [Settings] in the right pane.
The settings pop-up for the guest OS appears.

3 Inthe settings pop-up under [SCSI Controller], select the hard drive that has the message "Physical
drive not found".

4 Select the appropriate disk for the [Physical hard disk] area in the right side of the window.

5  Click the [OK] button.

® SAN Policy supported 0Ss

* Windows Server® 2022
* Windows Server® 2019
* Windows Server® 2016
* Windows Server® 2012 R2
* Windows Server® 2012

63

FUJITSU Storage ETERNUS AF, ETERNUS DX Configuration Guide -Server Connection- (iSCSI) for VMware® ESX
Copyright 2022 FUJITSU LIMITED
P3AM-3412-39ENZ0



Chapter 6 Virtual Machine
6.1 For Windows®

® SAN Policy default value

0s

SAN Policy default value

Windows Server® 2022 (all editions)

Windows Server® 2019 (all editions)

Windows Server® 2016 (all editions)

Windows Server® 2012 R2 (all editions)

Windows Server® 2012 (all editions)

Offline Shared

B Multipath configuration

The server starts up with the same disk status (online or offline) as when the multipathing was set up re-

gardless of the SAN Policy setting.

+ When the multipathing of an online disk is set up during the configuration of the environment

The multipath disk starts up in the online status after the firmware is updated.

+ When the multipathing of an offline disk is set up during the configuration of the environment

The multipath disk starts up in the offline status after the firmware is updated.

® Method for proactively preventing occurrences

For multi-path configurations, there are no proactive measures (such as a setting change) to prevent the disk
from becoming offline after the environment is configured. In addition, the disk status when multipathing
was set up cannot be checked after the environment is configured.

Perform the procedure in "@ Measure to take after a problem occurs" (page 64) if the disk becomes offline

while the firmware is updated.

® Measure to take after a problem occurs

« When the OS can be started up

Manually change the offline disks to online by following the procedure below.

1 Click the [Start] button, select [Computer Management] under [Administrative Tools] and then select

[Manage Discs] (or [Disk Management]) in the left pane.

2 Select each offline disk, then right-click the selected disk to change the status to online.

« When the OS cannot be started up

If the Active Directory database is located in a disk other than the OS area, the OS may not be able to start
up because the disk is offline and the OS cannot access the Active Directory database.

In this case, the disk can be recovered by starting the OS in the Directory Services Restore Mode and chang-

ing the disk status to online.

The procedure for restoring (or reconfiguring) the disk is as follows:

1 Start the server.

2 Press the [F8] key on the server start-up screen.

3 The Advanced Boot Options screen appears.
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6.2 For Linux

6.2

6.2.1

4 Select Directory Services Restore Mode.
5  Login as Administrator after the OS starts.

6  Select [Computer Management] under [Administrative Tools] and then select [Manage Discs] (or
[Disk Management]) in the left pane.

7 Select each offline disk, then right-click the selected disk to change the status to online.

8  Restart the 0S.

If a firmware update of the ETERNUS AF/DX is performed in a Hyper-V environment where a pass-through
disk is configured for the quest 0OS, the disk is recognized as a new disk and the pass-through disk is re-

moved from the physical hard disk. Therefore, the pass-through disk must be manually reconfigured to be
restored.

The procedure for restoring (or reconfiguring) the disk is as follows:
1 Start "Hyper-V Manager".

2 Select the offline guest OS and click [Settings] in the right pane.
The settings pop-up for the guest OS appears.

3 Inthe settings pop-up under [SCSI Controller], select the hard drive that has the message "Physical
drive not found".

4 Select the appropriate disk for the [Physical hard disk] area in the right side of the window.

5 (lick the [OK] button.

For Linux
H

Notes on Applying Virtual Machine Updates

The file system may be restricted to being read-only. For details, refer to KB51306 on the VMware web-site
and apply the Virtual Machine updates.
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VMware ESX is in Use

When adding LUNs while VMware ESX is in use (recognizing LUNs dynamically), first assign the added vol-
umes to an ETERNUS AF/DX Host Affinity Group, and then LUNs should be recognized with the "Rescan” oper-
ation via vSphere Web Client or vSphere Client (according to the version of VMware ESX) as described in

"5.1 When VMware vSphere Is Used (with iSCSI Software Initiator)" (page 21) and "5.2 When VMware vSphere
Is Used (with iSCSI Hardware Initiator)" (page 52).
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